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Abstract

A polynomial expansion procedure and an analytical discrete-ordinates method are used to solve four basic p
all based on the linearized Boltzmann equation for rigid-sphere interactions, that describe heat transfer and/or eva
condensation between two parallel surfaces or for the case of a semi-infinite half space. Relevant to the case of two
the basic problem of heat transfer driven by a temperature difference at two confining walls described by a general
gas–surface interaction law (a mixture of specular and diffuse reflection) is solved for the case where different accom
coefficients can be used for each of the two bounding surfaces. In addition, the classical problem of “reverse tem
gradient” in the theory of evaporation and condensation is also solved for the case of two parallel liquid–vapor interface
different temperatures. In regard to half-space applications, an evaporation/condensation problem based on a presum
interface condition and a heat-conduction problem (with no net flow) driven by energy flow from a bounding surface wit
properties are each solved with what is considered a high degree of accuracy.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction

In two recent works [1,2] a newly introduced polynomial expansion technique (relevant to the speed variable)
analytical discrete-ordinates method [3] that has evolved from Chandrasekhar’s work [4] in radiative transfer were
regard to a rigorous form of the linearized Boltzmann equation for rigid-sphere interactions, to solve the classical tem
jump problem and a collection of basic flow problems (Couette flow, Poiseuille flow and thermal-creep flow) relevant
plane-parallel channels and to semi-infinite half spaces. While the first set of problems [1,2] was defined in terms of a
Maxwell boundary condition (a combination of specular and diffuse reflection and characterized by a single accomm
coefficientα), the mentioned solution procedure was extended in a following work [5] in order to make use of the Cerc
Lampis [6] boundary condition that is characterized by two accommodation coefficientsαn andαt . Continuing to investigate
the basic problems in rarefied gas dynamics that can be described by the linearized Boltzmann equation for the cas
sphere scattering, we now discuss our solutions of four heat-transfer and/or evaporation–condensation problems defi
for a gas maintained between two parallel surfaces or for the case of a semi-infinite half space bounded by a plane su

In regard to the four basic problems we consider here, we note that there already exist solutions, mostly based
numerical approaches (finite differences methods, numerical quadrature schemes, spline expansions and collocation
for example) with accuracy sufficient for most physical applications. In this regard, there also has been considerable d
about the mathematical formulation of these applications in the theory of rarefied gas dynamics. And so to be clear a
work, we can say that our goal is to provide essentially analytical solutions (to the considered problems) that define
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consider to be a high standard of accuracy. In addition to defining good numerical results, the new analytical solutions can be
th strictly
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implemented at a computational cost much less, we believe, than the cost of evaluating basic quantities of interest wi
numerical solutions. While most existing works deal with these problems one or two at a time, we consider these pro
have much in common (mathematically speaking), and so it seems especially efficient to consider all four of these pro
this single presentation.

To start this work, we consider the homogeneous and linearized Boltzmann equation written for rigid-sphere c
as [7,8]

cµ
∂

∂τ
h(τ, c)= εL{h}(τ, c), (1)

where

L{h}(τ, c)= −ν(c)h(τ, c)+
∞∫
0

1∫
−1

2π∫
0

e−c′2h(τ, c′)K(c′ : c)c′2 dχ ′ dµ′ dc′. (2)

Here the scattering kernel is written in the expanded form

K(c′ : c)= 1

4π

∞∑
n=0

n∑
m=0

(2n+ 1)(2− δ0,m)P
m
n (µ′)Pm

n (µ)kn(c
′, c)cosm(χ ′ − χ), (3)

where thenormalizedLegendre functions are given (in terms of the Legendre polynomials) by

Pm
n (µ)=

[
(n−m)!
(n+m)!

]1/2(
1−µ2)m/2 dm

dµm
Pn(µ), n�m. (4)

In addition,

ε = σ2
0n0π

1/2l, (5)

wherel is (at this point) an unspecified mean-free path,n0 is the density andσ0 is the scattering diameter of the gas particl
In this work, the spatial variableτ is measured in units of the mean-free pathl, andc(2kT0/m)

1/2 is the magnitude of the
particle velocity. Also,k is the Boltzmann constant,m is the mass of a gas particle andT0 is a reference temperature. The ba
unknownh(τ, c) in Eq. (1) is a perturbation from an absolute Maxwellian distribution. Continuing, we note that the fun
kn(c

′, c) in Eq. (3) are the components in an expansion of the scattering law (for rigid-sphere collisions) reported by
Alterman, Finkelstein and Frankowski [9], and

ν(c)= 2c2 + 1

c

c∫
0

e−x2
dx + e−c2

(6)

is the collision frequency. And finally, we use spherical coordinates (c,arccosµ,χ ) to define the (dimensionless) veloci
vectorc.

2. The problems

2.1. A heat-transfer problem for the case of two parallel surfaces

For this problem, due to the presence of the walls located atτ = ∓a, we must supplement Eq. (1) with appropriate bound
conditions. Noting that

h(τ, c)⇔ h(τ, c,µ,χ), (7)

we follow Williams [10] and express the two required boundary conditions as

h(−a, c,µ,χ)− (1− α1)h(−a, c,−µ,χ) − α1I−{h}(−a)= α1δ1(c
2 − 2) (8a)

and

h(a, c,−µ,χ)− (1− α2)h(a, c,µ,χ)− α2I+{h}(a)= α2δ2(c
2 − 2) (8b)
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for µ ∈ (0,1], c ∈ [0,∞) and allχ . Here

wed to
alls.
ed by the
I∓{h}(τ)= 2

π

∞∫
0

1∫
0

2π∫
0

e−c2
h(τ, c,∓µ,χ)µc3 dχ dµdc, (9)

andα1 ∈ (0,1] andα2 ∈ (0,1] are the accommodation coefficients associated with each of the two walls that are allo
have different scattering properties. In addition, the two constantsδ1 andδ2 are measures of the temperatures of the two w
In a previous work [11] that reported an accurate solution of the heat-transfer problem in a plane channel as describ
BGK model [12], it was noted that Eq. (1) and the boundary conditions listed as Eqs. (8) do not define a unique solutionh(τ, c).
And so we will, once we have introduced more notation, supplement Eqs. (8) with another (normalization) condition.

Following the discussion from [10], we see that, while our problem is defined in terms of the unknownh(τ, c), we require
only two elementary integrals ofh(τ, c) in order to establish the density and temperature perturbations defined by

N(τ)= 1

π3/2

∞∫
0

1∫
−1

2π∫
0

e−c2
h(τ, c)c2 dχ dµdc (10)

and

T (τ)= 2

3π3/2

∞∫
0

1∫
−1

2π∫
0

e−c2
(c2 − 3/2)h(τ, c)c2 dχ dµdc, (11)

or

N(τ)= 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)c2 dµdc (12)

and

T (τ)= 4

3π1/2

∞∫
0

1∫
−1

e−c2
(c2 − 3/2)φ(τ, c,µ)c2 dµdc, (13)

where

φ(τ, c,µ)= 1

2π

2π∫
0

h(τ, c)dχ (14)

is an azimuthal average. We can integrate Eqs. (1) and (8) overχ to find

cµ
∂

∂τ
φ(τ, c,µ)+ εν(c)φ(τ, c,µ) = ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (15)

for τ ∈ (−a, a), µ ∈ [−1,1] andc ∈ [0,∞), and

φ(−a, c,µ)− (1− α1)φ(−a, c,−µ)− 4α1D1 = α1δ1
(
c2 − 2

)
(16a)

and

φ(a, c,−µ)− (1− α2)φ(a, c,µ)− 4α2D2 = α2δ2
(
c2 − 2

)
, (16b)

for µ ∈ (0,1] andc ∈ [0,∞). Here

k(c′,µ′ : c,µ) =
2π∫
0

K(c′ : c)dχ (17)

or

k(c′,µ′ : c,µ) = 1

2

∞∑
n=0

(2n+ 1)Pn(µ
′)Pn(µ)kn(c′, c). (18)
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In addition,

what

or

)

d (13) and
so report
D1 =
∞∫
0

1∫
0

e−c2
φ(−a, c,−µ)µc3 dµdc (19a)

and

D2 =
∞∫
0

1∫
0

e−c2
φ(a, c,µ)µc3 dµdc. (19b)

We will see later in this work that Eqs. (16) are not sufficient to define a unique solution of Eq. (15), and so we will follow
was done in [11] and make use of the additional (normalizing) condition

a∫
−a

N(τ)dτ = 0. (20)

Since the equations required to define the (Pekeris) component functionskn(c
′, c) are available in other works, see, f

example, [1,7–9], we do not list them here. However we do list the three identities

ν(c)=
∞∫

0

e−c′2k0(c
′, c)c′2 dc′, (21a)

ν(c)c =
∞∫

0

e−c′2k1(c
′, c)c′3 dc′ (21b)

and

ν(c)c2 =
∞∫
0

e−c′2k0(c
′, c)c′4 dc′ (21c)

that are available [13] from Eq. (1) and the conditions of conservation of mass, energy and momentum.
Now, multiplying Eq. (15) bycβ exp(−c2), for β = 2 and 4, and integrating over allc andµ we find, after noting Eqs. (21a

and (21c) and usingkn(c′, c)= kn(c, c
′), that

dU

dτ
= 0 (22a)

and

dQ

dτ
= 0, (22b)

where

U = 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)µc3 dµdc (23)

is a measure of the net flow and

Q= 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)

(
c2 − 5/2

)
µc3 dµdc (24)

is the non-dimensional heat flux. Using the fact thatU is a constant, we can use either of Eqs. (16) to conclude thatU = 0. And
so in regard to this problem we intend to compute the density and temperature perturbations as listed by Eqs. (12) an
the non-dimensional heat flux as defined by Eq. (24). In order to compare with results available in other works, we al
values of the normalized heat flux defined as

q = Q

Qfm
, (25)
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whereQfm is the non-dimensional heat flux for “free-molecular” conditions. The required result forQfm can be obtained
and

ween two
rameter
Thomas,

n
er-phase
istribution
press the

bations,
by neglecting all terms in Eq. (15) that are proportional toε, solving the resulting equation subject to Eqs. (16) and (20)
evaluating Eq. (24). In this way we find

Qfm = α1α2(δ1 − δ2)

(α1 + α2 − α1α2)π
1/2

. (26)

2.2. The problem of a reverse temperature gradient

In a paper published in 1971, Pao [14] pointed out that the slope of the temperature profile in a saturated vapor bet
parallel evaporating and condensing surfaces kept at different temperatures could, for special values of a certain paβ,
be in opposition to the imposed overall temperature gradient. We investigate this problem here. Following a paper by
Chang and Siewert [15], we consider that the vapor is confined between two parallel interfaces, one located atτ = −a and
kept at temperatureT0 −%T , while the other surface is located atτ = a and kept at temperatureT0 +%T . The results of
[14,15] were based on the BGK kinetic model, and so here we consider that within the vapor the perturbation functioh(τ, c)

can be described by Eq. (1), the linearized Boltzmann equation for rigid-sphere interactions. At each of the two int
surfaces, we assume that the vapor molecules striking the surface are absorbed and re-emitted with a Maxwellian d
of velocities characterized by the temperature at the respective surface, and so we continue to follow [14,15] and ex
required boundary conditions as

h(−a, c,µ,χ) = −%N − (
c2 − 3/2

)
%T (27a)

and

h(a, c,−µ,χ) =%N + (
c2 − 3/2

)
%T (27b)

for µ ∈ (0,1] and allc andχ . Here the density perturbation%N that corresponds to the temperature perturbation%T is taken
[14,15] to be given by

%N = β%T, (28)

where the constantβ is considered to be known. Using Eq. (28), we rewrite Eqs. (27) as

h(−a, c,µ,χ) = −(
β + c2 − 3/2

)
%T (29a)

and

h(a, c,−µ,χ) = (
β + c2 − 3/2

)
%T (29b)

for µ ∈ (0,1] and allc andχ . Here, as for the previously defined problem, we seek the density and temperature pertur
so we integrate Eqs. (1) and (29) to obtain the balance equation

cµ
∂

∂τ
φ(τ, c,µ)+ εν(c)φ(τ, c,µ) = ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (30)

for τ ∈ (−a, a), µ ∈ [−1,1] and allc, and the boundary conditions

φ(−a, c,µ) = −(
β + c2 − 3/2

)
%T (31a)

and

φ(a, c,−µ) = (
β + c2 − 3/2

)
%T, (31b)

for µ ∈ (0,1] and allc. We note that the scattering kernel in Eq. (30) is still given by Eq. (18). Onceφ(τ, c,µ) is available, we
intend to compute, for a given value ofβ, the density and temperature profiles

N(τ)= 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)c2 dµdc (32)

and

T (τ)= 4

3π1/2

∞∫
0

1∫
−1

e−c2(
c2 − 3/2

)
φ(τ, c,µ)c2 dµdc (33)
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as well as the flow rateU and the heat-flow rateQ as defined by Eqs. (23) and (24). We also seek thecritical valuesβT andβQ

ss
iscussed
we make

iewert and
in terms

again

n of the

files

perature
defined (for a given vapor thicknessδ = 2a) so that forβ > βT the temperature perturbationT (τ) will have atτ = 0 a gradient
in opposition to the overall temperature gradient and forβ > βQ the heat flowQ will be in the direction opposite to the ma
and energy flow. Finally, in order to have the solution developed here also establish the solution to a similar problem, d
by Sone, Ohwada and Aoki [16] and defined by a generalized version of the boundary condition listed as Eqs. (29),
available the “outward” flow

U+ = 2

π1/2

∞∫
0

1∫
0

e−c2
φ(a, c,µ)µc3 dµdc. (34)

2.3. Evaporation/condensation in a semi-infinite half space

Our discussion of evaporation/condensation in a semi-infinite half space is based on early papers by Pao [17] and S
Thomas [18]. Both of these papers are based on the BGK kinetic model, while here we continue to define our analysis
of Eq. (1), the linearized Boltzmann equation for rigid-sphere interactions. If we consider that the functionh(τ, c) in Eq. (1)
defines a perturbation from an absolute Maxwellian distribution written in terms of the interface densityn0 and temperatureT0
then we seek here a solution of Eq. (1) that is bounded asτ tends to infinity and that satisfies atτ = 0 the interface condition

h(0, c,µ,χ) = 0 (35)

for µ ∈ (0,1], c ∈ [0,∞) and allχ . For this problem we intend to compute the temperature and density profiles, and so
we can integrate Eq. (1) overχ and seek a bounded (asτ tends to infinity) solution of

cµ
∂

∂τ
φ(τ, c,µ)+ εν(c)φ(τ, c,µ) = ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (36)

for τ > 0,µ ∈ [−1,1] and allc, subject to the the boundary condition

φ(0, c,µ)= 0, (37)

for µ ∈ (0,1] and allc. We note that the distinction between condensation and evaporation is made here by the sig
specified value of the flow

U = 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)µc3 dµdc. (38)

In this work we normalize our solution by imposing the conditionU = 1, so that the computed density and temperature pro

N(τ)= 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)c2 dµdc (39)

and

T (τ)= 4

3π1/2

∞∫
0

1∫
−1

e−c2(
c2 − 3/2

)
φ(τ, c,µ)c2 dµdc (40)

can (after multiplication by a given value ofU ) be used for both condensation and evaporation.

2.4. Heat transfer in a semi-infinite half space

The heat transfer problem solved in [17] and [18] for the case of a semi-infinite half space is defined so that the tem
and density perturbations are required to diverge asτ tend to infinity, but at the same time the conditions

lim
τ→∞

d

dτ
T (τ)= 1 (41a)

and

lim
τ→∞

d

dτ
N(τ)= −1 (41b)
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are imposed. And since againh(τ, c) is taken to be a perturbation from a Maxwellian distribution with surface parametersn0

mple, by
by the
ture-jump

n

h of the
tion of

te
that
andT0, we follow [17] and [18] and use the boundary condition

h(0, c,µ,χ) = 0 (42)

for µ ∈ (0,1], c ∈ [0,∞) and allχ . As we seek the temperature and density profiles we can use

N(τ)= 2

π1/2

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)c2 dµdc (43)

and

T (τ)= 4

3π1/2

∞∫
0

1∫
−1

e−c2(
c2 − 3/2

)
φ(τ, c,µ)c2 dµdc (44)

along with

cµ
∂

∂τ
φ(τ, c,µ)+ εν(c)φ(τ, c,µ) = ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (45)

for τ > 0,µ ∈ [−1,1] and allc, and the boundary condition

φ(0, c,µ)= 0, (46)

for µ ∈ (0,1] and allc. For this problem there is no flow, and so we also impose the condition

∞∫
0

1∫
−1

e−c2
φ(τ, c,µ)µc3 dµdc = 0. (47)

We note that this heat-transfer problem is very similar to the classical temperature-jump problem as defined, for exa
Welander [19]. In fact, while the density profile here differs by an additive constant from the density profile defined [1]
temperature-jump problem (for the case of diffuse reflection), the temperature perturbation is same as for the tempera
problem.

3. A polynomial representation and the ADO method

As noted in the previous section of this work, all four of the considered problems are based on the balance equatio

cµ
∂

∂τ
φ(τ, c,µ)+ εν(c)φ(τ, c,µ) = ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (48)

where the kernel function is given by Eq. (18), and various boundary or other conditions that are different for eac
problems. And so now we follow our previous work with the temperature-jump problem [1] and approximate the solu
Eq. (48) by making use of the polynomial representation

φ(τ, c,µ)=
K∑
k=0

Pk
(
2e−c − 1

)
gk(τ,µ), (49)

where the Legendre polynomials are denoted byPk(x) and where the functionsgk(τ,µ) are to be determined. We now trunca
the kernel function listed as Eq. (18) afterL + 1 terms, substitute Eq. (49) into the resulting form of Eq. (48), multiply
equation by

Wi(c)= c2 e−c2
Pi

(
2e−c − 1

)
, (50)

for i = 0,1, . . . ,K , and integrate over allc to obtain a coupled system of “multigroup” equations which we write as

µ
∂

∂τ
AG(τ,µ)+ εSG(τ,µ)= ε

L∑
l=0

B lPl(µ)

1∫
−1

Pl(µ
′)G(τ,µ′)dµ′. (51)
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Here theK + 1 vector-valued functionG(τ,µ) has componentsgk(τ,µ) and the(K + 1)× (K + 1) constants are given by

isted

scheme

ically
h, all of
A =
∞∫

0

e−c2
P T(c)P (c)c3 dc, (52)

S =
∞∫

0

e−c2
P T(c)P (c)ν(c)c2 dc (53)

and

B l = 2l + 1

2

∞∫
0

∞∫
0

e−c′2 e−c2
kl(c

′, c)P T(c′)P (c)c′2c2 dc′ dc, (54)

where the superscript T is used to denote the transpose operation, and where

P (c)= [
P0

(
2e−c − 1

)
,P1

(
2e−c − 1

)
, . . . ,PK

(
2e−c − 1

)]
. (55)

We note, sincekl(c
′, c) = kl(c, c

′), that the matricesB l are symmetric. We note also that a computation of the matrices l
as Eq. (54) will require some care to do well; however as discussed in [1], an evaluation of all the input matricesA, S andBl

can be done once only and stored for later use.
We find it convenient to multiply Eq. (51) byA−1 and then to consider

µ
∂

∂τ
G(τ,µ)+ εΣG(τ,µ)= ε

L∑
l=0

ClPl(µ)

1∫
−1

Pl(µ
′)G(τ,µ′)dµ′, (56)

where

Σ = A−1S (57a)

and

Cl = A−1B l . (57b)

At this point we introduce our [3] analytical discrete-ordinates method (ADO method) and use a “half-range” quadrature
to approximate Eq. (56) by writing

µ
∂

∂τ
G(τ,µ)+ εΣG(τ,µ)= ε

L∑
l=0

Pl(µ)Cl

N∑
n=1

wnGl,n(τ), (58)

where to compact our notation we have introduced

Gl,n(τ)= Pl(µn)
[
G(τ,µn)+ (−1)lG(τ,−µn)

]
. (59)

Here theN quadrature points{µn} and theN weights{wn} are defined for use on the integration interval[0,1]. Eq. (58) clearly
has separable exponential solutions, so we useν as a separation constant and substitute

G(τ,µ)= Φ(ν,µ)e−ετ/ν (60)

into that equation to find

[
Σ − (µ/ν)I

]
Φ(ν,µ)=

L∑
l=0

Pl(µ)Cl

N∑
n=1

wnΦl,n(ν), (61)

whereI is the identity matrix and

Φl,n(ν)= Pl(µn)
[
Φ(ν,µn)+ (−1)lΦ(ν,−µn)

]
. (62)

If we now evaluate Eq. (61) atµ= ±µi , for i = 1,2, . . . ,N , then we can obtain an eigenvalue problem we can solve numer
to establish a collection of elementary solutions of a discrete version of Eq. (61). Omitting the details of this approac
which were reported explicitly in [1], we express our first result as

G(τ,±µi)=
J∑

j=1

[
AjΦ(νj ,±µi)e−ετ/νj +BjΦ(νj ,∓µi)eετ/νj

]
, (63)
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for i = 1,2, . . . ,N . Here the arbitrary constants{Aj } and{Bj } are to be determined by the boundary and other conditions of
n

ed,
so redefine

nd (65),

construct

a solution
d
listed as
olution.
s to a
r and then
re system

at results

e discrete-
se we can
nd
a given problem, the separation constants{νj } and the elementary solutionsΦ(νj ,±µi) are, at this point, considered know
(from the numerical solution of the mentioned eigenvalue problem) andJ =N(K + 1).

We found in [1] that four of the separation constants tended to infinity as the orderN of our quadrature scheme increas
and so we neglect these separation constants in Eq. (63) and use instead four known exact solutions of Eq. (48). We al
the arbitrary constants in Eq. (63) and write our general (approximate) solution to Eq. (48) in the form

φ(τ, c,±µi)= φa(τ, c,±µi )+ P (c)

J∑
j=3

[
AjΦ(νj ,±µi)e−ε(a+τ )/νj +BjΦ(νj ,∓µi)e−ε(a−τ )/νj ], (64)

where

φa(τ, c,±µi )= ±A1cµi +A2
(
c2 − 5/2

) +B1 +B2
[(
c2 − 5/2

)
ετ ∓µiA(c)

]
, (65)

and whereA(c) is the Chapman–Enskog function related to thermal conductivity [20,21]. Having established Eqs. (64) a
we are ready to use these results to solve the four problems considered in this work.

4. The solutions

4.1. A heat-transfer problem for the case of two parallel surfaces

In regard to this problem, we intend to use the boundary conditions listed as Eqs. (16), withδ1 = 1 andδ2 = −1, and the
condition listed as Eq. (20) to determine the arbitrary constants in the solution defined by Eqs. (64) and (65). In order to
a linear system from which to determine these constants, we multiply Eqs. (16) by

Wi(c)= c2 e−c2
Pi

(
2e−c − 1

)
, (66)

for i = 0,1, . . . ,K , integrate over allc and then evaluate the resulting equations at theN quadrature points{µk}. This procedure
leads to a “square” linear system from which to determine the required constants; however, we note that a constant is
of Eqs. (48) that also satisfies the homogeneous version of Eqs. (16), and so the constantB1 in Eq. (65) cannot be determine
from the linear system. It is for this reason that we use, after finding all of the other arbitrary constants, the condition
Eq. (20) to determineB1. It is clear that without the use of Eq. (20) this heat-transfer problem does not have a unique s
And so to start we omit the constantB1 in Eq. (65) and focus our attention on the other constants. This procedure lead
“non-square” linear system, and so we elected to obtain a square system by adding one of the equations to anothe
omitting one of these two equations. In this way we were able to use a standard routine to solve the resulting squa
of linear algebraic equations. Once the constants in Eqs. (64) and (65) were determined so as to establishφ(τ, c,µ), we can
evaluate the quantities of interest.

In regard to our basic results, we should make note of an important aspect (not mentioned before) of our solution th
from the fact that the expansion given by Eq. (49) and the ADO method are approximations. While the quantitiesU andQ as
defined by exact theory must be constants, this is not necessarily so after the Legendre expansion and the use of th
ordinates method. However, we have seen that as the order of the expansion and the order of the ADO method increa
expectU andQ to approach constant values. And so, in computing the heat fluxQ we have ignored the exponential terms a
the coefficientA1 in Eqs. (64) and (65) to obtain

Q= −5

4
εtB2, (67)

where

εt = 16

15π1/2

∞∫
0

e−c2
A(c)c5 dc (68)

or

εt = 0.679630049... . (69)

We also find

N(τ)= −A2 −B2ετ +B1 +
J∑

j=3

[
Aj e−ε(a+τ )/νj +Bj e−ε(a−τ )/νj ]Nj (70)
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T (τ)=A2 +B2ετ +
J∑

j=3

[
Aj e−ε(a+τ )/νj +Bj e−ε(a−τ )/νj ]Tj (71)

where

Nj = 2π−1/2P 0N(νj ), (72)

Tj = (4/3)π−1/2[
P 2 − (3/2)P 0

]
N(νj ), (73)

N(νj )=
N∑
n=1

wn
[
Φ(νj ,µn)+ Φ(νj ,−µn)

]
(74)

and

P n =
∞∫
0

e−c2
P (c)cn+2 dc. (75)

In the next section of this work we discuss some computational aspects of the solution developed here, and we re
relevant numerical results.

4.2. The problem of a reverse temperature gradient

Looking back to Eqs. (31), we see that for this problem we must define the constants in Eqs. (64) and (65) so that the
will satisfy the conditions

φ(−a, c,µ) = −(
β + c2 − 3/2

)
%T (76a)

and

φ(a, c,−µ) = (
β + c2 − 3/2

)
%T, (76b)

for µ ∈ (0,1] and allc. We find it convenient to express the desired solution as

φ(τ, c,µ)= [
(β − 3/2)φ1(τ, c,µ)+ φ2(τ, c,µ)

]
%T, (77)

whereφ1(τ, c,µ) andφ2(τ, c,µ) can each be expressed in the form given by Eqs. (64) and (65). However, the first of the
special solutions must satisfy the boundary conditions

φ1(−a, c,µ) = −1 (78a)

and

φ1(a, c,−µ) = 1, (78b)

for µ ∈ (0,1] and allc, while the second solution must satisfy the boundary conditions

φ2(−a, c,µ) = −c2 (79a)

and

φ2(a, c,−µ) = c2, (79b)

for µ ∈ (0,1] and all c. Entering Eqs. (64) and (65) into Eqs. (78) and (79), “projecting” againstWi(c) and evaluating the
resulting equations at the quadrature points{µk}, we obtain square linear systems that can be solved to establish the ar
constants required to complete the two special solutionsφ1(τ, c,µ) andφ2(τ, c,µ). Once these special solutions are availab
the required results can, for any value ofβ, be obtained from

N(τ)= [
(β − 3/2)N1(τ)+N2(τ)

]
%T, (80a)

T (τ)= [
(β − 3/2)T1(τ)+ T2(τ)

]
%T, (80b)

U = [
(β − 3/2)U1 +U2

]
%T, (80c)

Q= [
(β − 3/2)Q1 +Q2

]
%T (80d)
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U+ = (β − 3/2)U1+ +U2+ %T. (80e)

If we use labelsk =1 and 2 with Eqs. (64) and (65) to identify the two special problems, we can express the quantities r
in Eqs. (80) as

Qk = −5

4
εtB

k
2, (81a)

Nk(τ)= −Bk
2ετ +

J∑
j=3

AkjNj

[
e−ε(a+τ )/νj − e−ε(a−τ )/νj ], (81b)

Tk(τ)=Bk
2ετ +

J∑
j=3

AkjTj
[
e−ε(a+τ )/νj − e−ε(a−τ )/νj ] (81c)

and

Uk =Ak1/2. (81d)

In addition to the general results given by Eqs. (80) we can use the special solutions to obtain the critical valuesβT andβQ.
For a given value of the vapor thicknessδ = 2a, we can differentiate (with respect toτ ) Eq. (80b), set the resulting equatio
(evaluated atτ = 0) equal to zero and solve forβ = βT . In this way we find

βT = 3/2 − T ′
2(0)/T

′
1(0). (82)

In a similar way we can obtain from Eq. (80d) the critical valueβ = βQ for which the heat flow atτ = 0 changes sign. W
find

βQ = 3/2−Q2(0)/Q1(0). (83)

While we intend to computeU1, U2, U1+ andU2+ independently, we can use Eqs. (78b) and (79b) to conclude that

U1+ =U1 + 1/
(
2π1/2) (84a)

and

U2+ =U2 + 1/π1/2 (84b)

which can be used as low-level checks on our computations. In addition, we note that Sharipov [22] has communic
expression

U2 − 5

2
U1 =Q1 (85)

which also can be used as low-level check on our computations. Eq. (85) follows from the reciprocity arguments of
[23,24] and Sharipov [25,26] and can be obtained here in the following way: we first write the defining balance equa
φ1(τ, c,µ) andφ2(τ, c,−µ) as

cµ
∂

∂τ
φ1(τ, c,µ) =L1{φ1}(τ, c,µ) (86a)

and

−cµ ∂

∂τ
φ2(τ, c,−µ) = L1{φ2}(τ, c,−µ), (86b)

where

L1{φ}(τ, c,µ)= −εν(c)φ(τ, c,µ) + ε

∞∫
0

1∫
−1

e−c′2φ(τ, c′,µ′)k(c′,µ′ : c,µ)c′2 dµ′ dc′, (87)

and wherek(c′,µ′ : c,µ) is given by Eq. (18). We can now multiply Eqs. (86a) and (86b), respectively, by

e−c2
φ2(τ, c,−µ)c2
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)

(41).
e−c2
φ1(τ, c,µ)c

2,

integrate over allc andµ, and subtract the resulting two equations, one from the other, to obtain an equation we can in
overτ from −a to a to find

∞∫
0

1∫
0

e−c2[
φ1(a, c,µ)c

2 − φ2(a, c,µ)
]
c3µdµdc = 0. (88)

In obtaining Eq. (88), we have we made use of Eqs. (78) and (79) and the fact that

φα(τ, c,µ) = −φα(−τ, c,−µ) (89)

for α = 1 and 2. Finally, we can use Eqs. (84) in Eq. (88), along with the basic definitions given by Eqs. (24) and (34)
the desired result, viz.

U2 − 5

2
U1 =Q1. (90)

4.3. Evaporation/condensation in a semi-infinite half space

For this half-space problem we conclude from Eqs. (64) and (65) that we can seta = 0 and express the desired solution a

φ(τ, c,±µi)= φa(τ, c,±µi )+ P (c)

J∑
j=3

AjΦ(νj ,±µi)e−ετ/νj , (91)

where, recalling that we have normalized this problem by takingU = 1, we now have

φa(τ, c,±µi )= ±2cµi +A2
(
c2 − 5/2

) +B1. (92)

Entering Eqs. (91) and (92) into Eq. (37), “projecting” againstWi(c) and evaluating the resulting equation at the quadra
points{µk}, we obtain a square linear systems that can be solved to establish the arbitrary constants required to com
solutionφ(τ, c,µ). In this way we find the final results for the density and temperature profiles can be written as

N(τ)= −A2 +B1 +
J∑

j=3

AjNj e−ετ/νj (93a)

and

T (τ)=A2 +
J∑

j=3

AjTj e−ετ/νj , (93b)

whereNj andTj are given by Eqs. (72) and (73). To be clear, we note again that Eqs. (93) are the density and tem
perturbations for the (evaporation) caseU = 1. To have results for another value ofU requires only that we multiply Eqs. (93
by a given value ofU .

4.4. Heat transfer in a semi-infinite half space

Here the solutionφ(τ, c,µ) is required to diverge asτ tends to infinity, but at the same time we must also satisfy Eqs.
And so we express our solution from Eqs. (64) and (65) as

φ(τ, c,±µi)= φa(τ, c,±µi )+ P (c)

J∑
j=3

AjΦ(νj ,±µi)e−ετ/νj , (94)

where we now have

φa(τ, c,±µi )=A2
(
c2 − 5/2

) +B1 + (1/ε)
[(
c2 − 5/2

)
ετ ∓µiA(c)

]
. (95)
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Now, we substitute Eqs. (94) and (95) into Eq. (46), “project” againstWi(c) and evaluate the resulting equation at the quadrature
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points {µk} to obtain a square linear systems that can be solved to establish the arbitrary constants required to com
solutionφ(τ, c,µ). In this way we find the final results for the density and temperature profiles can be written as

N(τ)= −A2 +B1 − τ +
J∑

j=3

AjNj e−ετ/νj (96a)

and

T (τ)=A2 + τ +
J∑

j=3

AjTj e−ετ/νj , (96b)

where (still)Nj andTj are given by Eqs. (72) and (73).

5. Numerical results

Because of the importance given to the problem of heat transfer in a plane-parallel medium, there exits a large bod
devoted to the subject. While we can mention the early works by Wang Chang and Uhlenbeck [27], Gross and Zier
Willis [29], Frankowski, Alterman and Pekeris [30], we refer to Cercignani’s recent book [31] for a vast list of related wor
far as our specific interest here, we have made use of two works by Bassanini, Cercignani and Pagani [32,33], as well
by Thomas, Chang, and Siewert [34], Valougeorgis and Thomas [35], Ohwada, Aoki and Sone [36] and Siewert [11]. In
the mentioned works [11,27–36], only the paper by Ohwada Aoki and Sone [36] bases the analysis on the linearized B
equation, and so this work is the one most relevant to us here. The papers by Bassanini, Cercignani and Pagani [
based on the use of variational and numerical methods and the classical BGK model. Thomas, Chang and Siewert [34
the first definitive results for the BGK model and Valougeorgis and Thomas [35] used the so-called FN method and the BGK
model to solve the heat transfer problem for flow between two walls that are characterized by two independent accom
constants. Our work here thus can be seen as incorporating the generality of the Valougeorgis and Thomas paper [3
more definitive model (the linearized Boltzmann equation) used by Ohwada, Aoki and Sone [36].

In regard to our numerical work, we have typically used the approximation parametersK = 30 andN = 30 in obtaining the
results we list in Tables 1–4. However, to establish some confidence in our numerical results we found convergence (to
listed in the tables) by increasing (and decreasing) these two approximation parameters. In Tables 1 and 2 we list th
and temperature perturbations for two selected cases. In Table 3 we report our values of the normalized heat flux. In
computations, we have made use of the mean-free path based on thermal conductivity, i.e., we have used

ε = εt . (97)

It can be seen from Tables 1 and 2 that the BGK model yields reasonable results (essentially two significant figures of
when compared to the linearized Boltzmann equation for hard-sphere interactions.

Table 1
Temperature and density profiles for the casea = 1, α1 = 0.7 andα2 = 0.3

T (−a + 2ηa) N(−a + 2ηa)

η BGK LBE BGK LBE

0.0 6.7458(−1) 6.7606(−1) −2.6459(−1) −2.5368(−1)
0.1 5.9637(−1) 5.9100(−1) −1.9310(−1) −1.8265(−1)
0.2 5.3998(−1) 5.3593(−1) −1.4119(−1) −1.3342(−1)
0.3 4.8860(−1) 4.8692(−1) −9.3472(−2) −8.8300(−2)
0.4 4.3929(−1) 4.4033(−1) −4.7442(−2) −4.4787(−2)
0.5 3.9063(−1) 3.9450(−1) −1.9405(−3) −1.7756(−3)
0.6 3.4155(−1) 3.4824(−1) 4.3875(−2) 4.1504(−2)
0.7 2.9093(−1) 3.0025(−1) 9.0919(−2) 8.5893(−2)
0.8 2.3700(−1) 2.4843(−1) 1.4064(−1) 1.3278(−1)
0.9 1.7585(−1) 1.8785(−1) 1.9638(−1) 1.8556(−1)
1.0 8.4067(−2) 8.4272(−2) 2.7976(−1) 2.6933(−1)
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Table 2
Temperature and density profiles for the casea = 2.5, α = 1.0 andα = 0.5

the non-

ignificant

as, Chang

and
y

equation
s
led with
n

1 2

T (−a+ 2ηa) N(−a+ 2ηa)

η BGK LBE BGK LBE

0.0 8.2673(−1) 8.2333(−1) −5.7874(−1) −5.6834(−1)
0.1 6.7574(−1) 6.6684(−1) −4.3714(−1) −4.2825(−1)
0.2 5.5806(−1) 5.5223(−1) −3.2388(−1) −3.1770(−1)
0.3 4.4682(−1) 4.4421(−1) −2.1553(−1) −2.1140(−1)
0.4 3.3803(−1) 3.3853(−1) −1.0898(−1) −1.0661(−1)
0.5 2.2994(−1) 2.3353(−1) −2.9448(−3) −2.2547(−3)
0.6 1.2127(−1) 1.2816(−1) 1.0350(−1) 1.0237(−1)
0.7 1.0579(−2) 2.1165(−2) 2.1140(−1) 2.0807(−1)
0.8 −1.0458(−1) −8.9846(−2) 3.2258(−1) 3.1637(−1)
0.9 −2.3031(−1) −2.1157(−1) 4.4183(−1) 4.3158(−1)
1.0 −4.1030(−1) −4.0267(−1) 6.0750(−1) 5.9529(−1)

Table 3
The normalized heat fluxq

α1 α2 a = 0.1 a = 0.5 a = 1.0 a = 1.5 a = 2.0 a = 2.5

0.7 0.1 9.85339(−1) 9.44283(−1) 9.04244(−1) 8.69276(−1) 8.37448(−1) 8.08046(−1)
0.7 0.3 9.61123(−1) 8.61658(−1) 7.75502(−1) 7.08001(−1) 6.52110(−1) 6.04641(−1)
0.7 0.5 9.42048(−1) 8.03655(−1) 6.93253(−1) 6.12618(−1) 5.49559(−1) 4.98494(−1)
0.7 0.7 9.26730(−1) 7.60977(−1) 6.36428(−1) 5.49802(−1) 4.84614(−1) 4.33435(−1)
0.7 0.9 9.14234(−1) 7.28469(−1) 5.95003(−1) 5.05448(−1) 4.39902(−1) 3.89560(−1)
0.7 1.0 9.08832(−1) 7.15013(−1) 5.78282(−1) 4.87862(−1) 4.22420(−1) 3.72597(−1)
0.9 0.1 9.85019(−1) 9.43315(−1) 9.02501(−1) 8.66748(−1) 8.34195(−1) 8.04152(−1)
0.9 0.3 9.58139(−1) 8.52558(−1) 7.61852(−1) 6.91376(−1) 6.33546(−1) 5.84853(−1)
0.9 0.5 9.34745(−1) 7.83172(−1) 6.65323(−1) 5.81139(−1) 5.16540(−1) 4.65054(−1)
0.9 0.7 9.14234(−1) 7.28469(−1) 5.95003(−1) 5.05448(−1) 4.39902(−1) 3.89560(−1)
0.9 0.9 8.96135(−1) 6.84283(−1) 5.41521(−1) 4.50276(−1) 3.85821(−1) 3.37630(−1)
0.9 1.0 8.87870(−1) 6.65245(−1) 5.19319(−1) 4.27947(−1) 3.64341(−1) 3.17305(−1)
1.0 1.0 8.78053(−1) 6.43426(−1) 4.94554(−1) 4.03495(−1) 3.41131(−1) 2.95558(−1)

Table 4
Comparison results for the heat flowQ for the caseα1 = α2 = 1

k = 0.1 k = 0.5 k = 1.0 k = 2.0 k = 5.0 k = 8.0 k = 10.0

[36] 3.246(−1) 7.170(−1) 8.577(−1) 9.609(−1) 1.046 1.073 1.083
This work 3.247(−1) 7.171(−1) 8.576(−1) 9.609(−1) 1.046 1.073 1.083

In order to check our results against those of Ohwada, Aoki and Sone [36], we compare in Table 4 our values of
dimensional heat flux to the results reported in [36]. In order to make this comparison, we have used the expression

a = 21/2

8εk
, (98)

wherek is the scaling factor used in [36], to define the half thickness of the gas. While we believe our results forq and forQ
are, in general, correct to six figures of accuracy, we see that we have essentially perfect agreement with the four s
figures reported by Ohwada, Aoki and Sone [36].

In regard to the problem of reverse temperature gradient, we have made use of early works by Pao [14] and by Thom
and Siewert [15] that are based on the BGK kinetic model. While the paper of Pao [14] gave the first asymptotic (δ → ∞) result
βT (∞)= 3.5, the first definitive (BGK) resultβT (∞)= 3.7723 was reported in [15]. In more recent times, Sone, Ohwada
Aoki [16] used the linearized Boltzmann equation (for rigid-sphere interactions) to findβT (∞)= 3.6992; see also a paper b
Aoki and Masukawa [37] that makes use of a non-linear BGK model equation. Here, using the linearized Boltzmann
for rigid spheres, our Legendre expansion and the ADO method, we obtained the resultβT (∞)= 3.6996. Our general result
for this problem are given in Tables 5–8. In Tables 5, 6 and 7 we give our results for the two special problems, labe
the indicesk = 1 and 2, so that desired results for any specified value of the parameterβ is available as a linear combinatio
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Table 5
The problem of a reverse temperature gradient

ted
ed the
itive
with the
a −U1 −U2 Q1 −Q2

0.1 5.3688(−1) 1.1036 2.3857(−1) 5.0037(−1)
0.5 5.0653(−1) 1.0991 1.6728(−1) 3.6307(−1)
1.0 4.9467(−1) 1.1108 1.2586(−1) 2.7541(−1)
1.5 4.8885(−1) 1.1207 1.0147(−1) 2.2268(−1)
2.0 4.8522(−1) 1.1279 8.5124(−2) 1.8705(−1)
2.5 4.8267(−1) 1.1333 7.3351(−2) 1.6127(−1)
5.0 4.7628(−1) 1.1473 4.3408(−2) 9.5481(−2)
9.0 4.7263(−1) 1.1553 2.6263(−2) 5.7770(−2)

13.0 4.7105(−1) 1.1588 1.8827(−2) 4.1413(−2)

Table 6
The problem of a reverse temperature gradient

a βT βQ −U1+ −U2+
0.1 5.1637 3.5974 2.5478(−1) 5.3943(−1)
0.5 4.5030 3.6705 2.2444(−1) 5.3487(−1)
1.0 4.0607 3.6882 2.1257(−1) 5.4662(−1)
1.5 3.8468 3.6946 2.0676(−1) 5.5647(−1)
2.0 3.7443 3.6974 2.0312(−1) 5.6374(−1)
2.5 3.6979 3.6986 2.0058(−1) 5.6914(−1)
5.0 3.6838 3.6996 1.9419(−1) 5.8310(−1)
9.0 3.6984 3.6996 1.9054(−1) 5.9113(−1)

13.0 3.6996 3.6996 1.8896(−1) 5.9461(−1)
15.0 3.6996 3.6996 1.8846(−1) 5.9570(−1)

Table 7
The problem of a reverse temperature gradient for the casea = 1

τ −T1(τ ) N1(τ ) T2(τ ) N2(τ )

0.0 0.0 0.0 0.0 0.0
0.1 1.0697(−2) 1.6599(−2) 2.7426(−2) −1.2010(−2)
0.2 2.1398(−2) 3.3490(−2) 5.5063(−2) −2.3504(−2)
0.3 3.2105(−2) 5.1000(−2) 8.3140(−2) −3.3908(−2)
0.4 4.2826(−2) 6.9529(−2) 1.1193(−1) −4.2509(−2)
0.5 5.3569(−2) 8.9622(−2) 1.4180(−1) −4.8346(−2)
0.6 6.4352(−2) 1.1208(−1) 1.7324(−1) −4.9982(−2)
0.7 7.5214(−2) 1.3824(−1) 2.0706(−1) −4.5053(−2)
0.8 8.6239(−2) 1.7061(−1) 2.4468(−1) −2.9062(−2)
0.9 9.7687(−2) 2.1534(−1) 2.8942(−1) 8.9304(−3)
1.0 1.1178(−1) 3.1031(−1) 3.5985(−1) 1.3620(−1)

Table 8
Comparison results for the critical valueβT

k = 0.01 k = 0.1 k = 0.6 k = 1.0 k = 6.0 k = 10.0 k = 20.0

[16] 3.6992 3.692 4.590 4.863 5.237 5.227 5.185
This work 3.6996 3.693 4.590 4.863 5.237 5.226 5.177

of these results: see Eqs. (80). In Table 6 we also list our results forβT andβQ, as defined by Eqs. (82) and (83), for selec
values of the half thicknessa. In regard to the numerical work, we have, as for the problem of heat transfer, typically us
approximation parametersK = 30 andN = 30 in obtaining the results we list in Tables 5–8. Again, while we have no defin
proof of the accuracy we achieved here, we believe our results are correct to all digits given. To compare our work here
best results available, we list in Table 8 our values and those of [16] for the critical valueβT as a function of the parameterk
used in Eq. (98) to define the vapor half thickness.
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Table 9
Half-space temperature and density profiles
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Evaporation/condensation Heat transfer

τ −T (τ ) −N(τ) T (τ ) −N(τ)

0.0 4.0355(−1) 1.3073 8.6474(−1) 4.1042(−1)
0.1 4.2151(−1) 1.4586 1.0902 6.0070(−1)
0.2 4.3036(−1) 1.5190 1.2452 7.3850(−1)
0.3 4.3636(−1) 1.5570 1.3819 8.6335(−1)
0.4 4.4074(−1) 1.5835 1.5091 9.8153(−1)
0.5 4.4406(−1) 1.6031 1.6301 1.0956
0.6 4.4663(−1) 1.6180 1.7469 1.2068
0.7 4.4865(−1) 1.6296 1.8607 1.3160
0.8 4.5024(−1) 1.6389 1.9722 1.4237
0.9 4.5152(−1) 1.6463 2.0818 1.5302
1.0 4.5254(−1) 1.6524 2.1899 1.6357
2.0 4.5611(−1) 1.6779 3.2303 2.6642
5.0 4.5576(−1) 1.6853 6.2476 5.6781
7.0 4.5563(−1) 1.6855 8.2484 7.6789

Table 10
Comparison results: evaporation/condensation problem

−T (0) −N(0) −T (∞) −N(∞)

[38] 4.0368(−1) 1.3074 4.5566(−1) 1.6856
[39] 4.036 (−1) 1.307 4.556 (−1) 1.686

This work 4.0355(−1) 1.3073 4.5559(−1) 1.6855

The formulation of the evaporation/condensation problem we considered in this work is based on two early pa
Pao [17] and Siewert and Thomas [18] both of which are based on the BGK kinetic model. However, Sone, Ohw
Aoki [38] and Loyalka [39] have, more recently, solved this same problem as based on the linearized Boltzmann equ
rigid-sphere interactions. While the four papers mentioned [17,18,38,39] are the ones most related to our work here, a
by Sone [40] gives an extensive discussion of general evaporation and condensation problems and is a good sourc
reference material. Our numerical results for the temperature and density perturbations are given in Table 9, and in Ta
compare our most basic results to those of Sone, Ohwada and Aoki [38] and to those of Loyalka [39]. We believe our
be correct to all digits given.

Finally, the heat-transfer problem solved in this work was also discussed in terms of the BGK kinetic model in [17] a
In Table 9 we report our results for the temperature and density profiles. As mentioned previously in this work, the tem
perturbation is the same as for the temperature-jump problem [1] for the case of diffuse reflection (accommodation c
equal to unity), while the density perturbation differs only by an additive constant from the density profile for tha
temperature-jump problem.

To conclude this section, we note that we base the confidence we have in the reported numerical results essentia
observations: firstly, our results are stable with respect to changes in the number of Legendre terms used in Eq. (49
respect to changes in the orderN of the ADO method used, and secondly, our codes yielded known BGK results whe
Pekeris components in the scattering kernel and the collision frequency were replaced by the appropriate BGK version
quantities. Of course, this is not a proof of the accuracy achieved since we kept only the first nine terms in Eq. (18)
“multigroup” constants listed as Eqs. (52)–(54) where evaluated by numerical integration.

6. Concluding comments

We have used a new polynomial expansion technique and the Pekeris [7] expanded form of the scattering kernel b
linearized Boltzmann equation for rigid-sphere collisions to define a system of coupled transport problems that has be
efficiently and accurately with a modern version [3] of the discrete-ordinates method usually associated with Chandras
and the field of radiative transfer. While there exist other basic works that report numerical results for the four problem
here, we are of the opinion that our computational methods are especially efficient in regard to accuracy and comp
requirements when compared to existing solutions.



C.E. Siewert / European Journal of Mechanics B/Fluids 22 (2003) 391–408 407

Acknowledgement

ing this

. Spectros.

54 (2003)

Quant.

and the

n, Proc.

8–1616.
transfer,

nd neutral

ransfer 77

33 (1974)

ases with
ard-sphere
n Math.,

. Spectros.

ingle gas,

for single

iversity of

efied Gas

s. Fluids 8

000.
plates, Int.

nt. J. Heat
The author takes this opportunity to thank L.B. Barichello and Felix Sharipov for some helpful discussions regard
(and other) work.

References

[1] C.E. Siewert, The linearized Boltzmann equation: a concise and accurate solution of the temperature-jump problem, J. Quant
Radiat. Transfer 77 (2003) 417–432.

[2] C.E. Siewert, The linearized Boltzmann equation: concise and accurate solutions to basic flow problems, Z. Angew. Math. Phys.
273–303.

[3] L.B. Barichello, C.E. Siewert, A discrete-ordinates solution for a non-grey model with complete frequency redistribution, J.
Spectros. Radiat. Transfer 62 (1999) 665–675.

[4] S. Chandrasekhar, Radiative Transfer, Oxford University Press, London, 1950.
[5] C.E. Siewert, Viscous-slip, thermal-slip and temperature-jump coefficients as defined by the linearized Boltzmann equation

Cercignani–Lampis boundary condition, Phys. Fluids 15 (2003) 1696–1701.
[6] C. Cercignani, M. Lampis, Kinetic model for gas–surface interaction, Transport Theory Statist. Phys. 1 (1971) 101–114.
[7] C.L. Pekeris, Solution of the Boltzmann–Hilbert integral equation, Proc. Natl. Acad. Sci. 41 (1955) 661–669.
[8] C.L. Pekeris, Z. Alterman, Solution of the Boltzmann–Hilbert integral equation II. The coefficients of viscosity and heat conductio

Natl. Acad. Sci. 43 (1957) 998–1007.
[9] C.L. Pekeris, Z. Alterman, L. Finkelstein, K. Frankowski, Propagation of sound in a gas of rigid spheres, Phys. Fluids 5 (1962) 160

[10] M.M.R. Williams, A review of the rarefied gas dynamics theory associated with some classical problems in flow and heat
Z. Angew. Math. Phys. 52 (2001) 500–516.

[11] C.E. Siewert, A discrete-ordinates solution for heat transfer in a plane channel, J. Comput. Phys. 152 (1999) 251–263.
[12] P.L. Bhatnagar, E.P. Gross, M. Krook, A model for collision processes in gases. I. Small amplitude processes in charged a

one-component systems, Phys. Rev. 94 (1954) 511–525.
[13] L.B. Barichello, C.E. Siewert, Some comments on modeling the linearized Boltzmann equation, J. Quant. Spectros. Radiat. T

(2003) 43–59.
[14] Y.P. Pao, Application of kinetic theory to the problem of evaporation and condensation, Phys. Fluids 14 (1971) 306–311.
[15] J.R. Thomas Jr., T.S. Chang, C.E. Siewert, Reverse temperature gradient in the kinetic theory of evaporation, Phys. Rev. Lett.

680–682.
[16] Y. Sone, T. Ohwada, K. Aoki, Evaporation and condensation of a rarefied gas between its two parallel plane condensed ph

different temperatures and negative temperature-gradient phenomenon – numerical analysis of the Boltzmann equation for h
molecules, in: G. Toscani, V. Boffi, S. Rionero (Eds.), Mathematical Aspects of Fluid and Plasma Dynamics, in: Lecture Notes i
Vol. 1460, Springer-Verlag, Berlin, 1991, pp. 186–202.

[17] Y.P. Pao, Temperature and density jumps in the kinetic theory of gases and vapors, Phys. Fluids 14 (1971) 1340–1346.
[18] C.E. Siewert, J.R. Thomas Jr., Half-space problems in the kinetic theory of gases, Phys. Fluids 16 (1973) 1557–1559.
[19] P. Welander, On the temperature jump in a rarefied gas, Ark. Fysik 7 (1954) 507–553.
[20] S.K. Loyalka, K.A. Hickey, Plane Poiseuille flow: near continuum results for a rigid sphere gas, Physica A 160 (1989) 395–408.
[21] C.E. Siewert, On computing the Chapman–Enskog functions for viscosity and heat transfer and the Burnett functions, J. Quant

Radiat. Transfer 74 (2002) 789–796.
[22] F. Sharipov, personal communication.
[23] L. Onsager, Reciprocal relations in irreversible processes. I, Phys. Rev. 37 (1931) 405–426.
[24] L. Onsager, Reciprocal relations in irreversible processes. II, Phys. Rev. 38 (1931) 2265–2279.
[25] F. Sharipov, Onsager–Casimir reciprocity relations for open gaseous systems at arbitrary rarefaction. I General theory for s

Physica A 203 (1994) 437–456.
[26] F. Sharipov, Onsager–Casimir reciprocity relations for open gaseous systems at arbitrary rarefaction. II Application of the theory

gas, Physica A 203 (1994) 457–485.
[27] C.S. Wang Chang, G.E. Uhlenbeck, The heat transport between two parallel plates as functions of the Knudsen number, Un

Michigan Project Report M999, 1953.
[28] E.P. Gross, S. Ziering, Heat flow between parallel plates, Phys. Fluids 2 (1959) 701–712.
[29] D.R. Willis, Heat transfer in a rarefied gas between parallel plates at large temperature ratios, in: J.A. Laurmann (Ed.), in: Rar

Dynamics, Vol. 1, Academic Press, New York, 1963, pp. 209–225.
[30] F. Frankowski, Z. Alterman, C.L. Pekeris, Heat transport between parallel plates in a rarefied gas of rigid sphere molecules, Phy

(1965) 245–258.
[31] C. Cercignani, Rarefied Gas Dynamics: from Basic Concepts to Actual Calculations, Cambridge University Press, Cambridge, 2
[32] P. Bassanini, C. Cercignani, C.D. Pagani, Comparison of kinetic theory analyses of linearized heat transfer between parallel

J. Heat Mass Transfer 10 (1967) 447–460.
[33] P. Bassanini, C. Cercignani, C.D. Pagani, Influence of the accommodation coefficient on the heat transfer in a rarefied gas, I

Mass Transfer 11 (1968) 1359–1369.



408 C.E. Siewert / European Journal of Mechanics B/Fluids 22 (2003) 391–408

[34] J.R. Thomas Jr., T.S. Chang, C.E. Siewert, Heat transfer between parallel plates with arbitrary surface accommodation, Phys. Fluids 16
(1973) 2116–2120.

tatist.

different
Campbell
, AIAA,

temperature

Boltzmann

29 (2000)
[35] D. Valougeorgis, J.R. Thomas Jr., The FN-method in kinetic theory: II. Heat transfer between parallel plates, Transport Theory S
Phys. 14 (1985) 497–512.

[36] T. Ohwada, K. Aoki, Y. Sone, Heat transfer and temperature distribution in a rarefied gas between two parallel plates with
temperatures: numerical analysis of the Boltzmann equation for a hard-sphere molecule, in: E.P. Muntz, D.P. Weaver, D.H.
(Eds.), Rarefied Gas Dynamics: Theoretical and Computational Techniques, in: Prog. Astronautics Aeronautics, Vol. 118
Washington, 1989, pp. 70–81.

[37] K. Aoki, N. Masukawa, Gas flows caused by evaporation and condensation on two parallel condensed phases and the negative
gradient: Numerical analysis by using a nonlinear kinetic equation, Phys. Fluids 6 (1994) 1379–1395.

[38] Y. Sone, T. Ohwada, K. Aoki, Evaporation and condensation on a plane condensed phase: numerical analysis of the linearized
equation for hard-sphere molecules, Phys. Fluids A 1 (1989) 1398–1405.

[39] S.K. Loyalka, Kinetic theory of planar condensation and evaporation, Transport Theory Statist. Phys. 20 (1991) 237–249.
[40] Y. Sone, Kinetic theoretical studies of the half-space problem of evaporation and condensation, Transport Theory Statist. Phys.

227–260.


