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Abstract — The long-standing problem of implementing the $P_N$ method effectively for spherical geometry is revisited in this work. It is shown that a least-squares approach to the method resolves to a great extent the numerical instability reported for the first time by Aronson in 1984. In the proposed version of the method, a small loss of accuracy is still observed for intermediate orders of the approximation, but in high order (typically $N \geq 199$), full accuracy is recovered, and the method can be used with confidence even for extremely high orders of the approximation. Numerical results of benchmark quality are tabulated for the quantities of interest for two basic transport problems in spherical geometry: the albedo problem for a sphere and the critical-sphere problem, both including cases that show the effects of scattering anisotropy described by the binomial law.
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I. INTRODUCTION

The $P_N$ method for solving transport problems in spherical geometry has attracted much attention along the years because of its simplicity and ability of treating, in an analytical way, the angular redistribution operator for spherically symmetric systems. In a paper published in 1947, Marshak 1 worked out the $P_1$ and $P_3$ approximations to the extrapolation distance (into an inner black sphere) for a purely scattering outer shell with external radius extending to infinity and reported numerical results obtained from the $P_1$, $P_3$, and $P_5$ approximations. Some years later, Davison included, as a chapter of his important book, 2 a derivation of the $P_N$ method in spherical geometry for any order of the approximation. Davison’s work focused on the theoretical aspects of the method. The numerical aspects of the method remained relatively unexplored until the mid-1980s, when Aronson 3,4 showed that the $P_N$ method with either Marshak 1 or Federighi 5 boundary conditions becomes numerically unstable for sufficiently large values of $N$ when used to study neutron transport in spheres. Furthermore, Aronson observed that the onset of instability depends on the value of the radius of the sphere, occurring earlier (i.e., for lower values of $N$) the smaller the radius. In one of those papers 3 source-driven problems are considered, while in the other 4 the focus is on critical problems.

Shortly thereafter, two of the authors (CES and JRT) confirmed Aronson’s observations for Marshak boundary conditions and found that singular-value decomposition (SVD) could be used to obtain improved numerical results from the $P_N$ method with Marshak boundary conditions for spheres. However, it was concluded that even using SVD did not help in obtaining reference-quality results for cases defined by small radii or cases where large values of $N$ were required. At that time (1985), this difficulty was attributed to the fact that small singular values kept appearing as $N$ was increased in the
In our implementation of the method, a small loss of accuracy is still observed for intermediate orders of the approximation, but in high order full accuracy is recovered, and the method can be used with confidence even for extremely high orders of the approximation. For example, in order to test the numerical limits of our solutions, we have gone as far as $N = 30999$ in FORTRAN double precision (DP) (approximately 16 decimal digits) when solving the problem studied in Sec. III and $N = 26999$ when solving the problem studied in Sec. IV.

With regard to solution methods, we note that in the past there have been two approaches used to solve, in a spatially continuous way, neutron transport or radiative transfer problems in spheres: (1) converting the integro-differential equation to an integral equation and making expansions in the spatial variable$^6$, and (2) recasting the original problem to a pseudo problem$^5$ that could be solved with classical methods, for example, the $F_N$ method$^9$,12 or the $P_N$ method. However, both of the mentioned approaches are severely limited in that highly anisotropic scattering laws and/or reflective boundary conditions cannot be (or at least have not been shown to be) solvable by these methods. For example, the process of converting the integro-differential equation for a sphere to an integral form leads not to a single equation but to a set (of the order of the scattering law) of integral equations—a hopeless situation for many-term scattering laws. The conversion of the original problem to a pseudo problem seems a rare miracle that has not been developed for anything but the simplest of problems. And so the current work is, to our knowledge, the first one that gives a procedure capable of yielding spatially and angularly continuous solutions for a very broad class of neutron transport and radiative transfer problems in spherical media and can accommodate, without any additional effort, anisotropic scattering of arbitrary order.

II. THE $P_N$ METHOD IN SPHERICAL GEOMETRY

We consider the one-speed neutron transport equation for spherically symmetric systems, written as

$$
\mu \frac{\partial \psi(r, \mu)}{\partial r} + \frac{1 - \mu^2}{r} \frac{\partial \psi(r, \mu)}{\partial \mu} + \psi(r, \mu) = \frac{c}{2} \sum_{l=0}^{L} (2l + 1) f_l \mu^l \int_{-1}^{1} P_l(\mu') \psi(r, \mu') d\mu',
$$

where $\psi(r, \mu)$ is the angular flux, $r$ is the radial distance measured in mean free paths from the origin, and $\mu = \Omega \cdot e_n$, with $\Omega$ and $e_n$ denoting unit vectors, respectively, in the direction of neutron motion and in the radial direction. In addition, $c$ is the mean number of secondary neutrons per collision and $\{f_l\}$, with $f_0 = 1$, are the coefficients of a truncated expansion of the scattering law in terms of the Legendre polynomials $\{P_l(\mu_0)\}$, with $\mu_0$ denoting the cosine between the directions of neutron motion before and after a scattering event.

Introducing the $P_N$ approximation

$$
\psi(r, \mu) = \frac{1}{2} \sum_{n=0}^{N} (2n + 1) \phi_n(r) P_n(\mu)
$$

with $N$ odd into Eq. (1) and using some properties of the Legendre polynomials, we obtain the following set of ordinary differential equations for the Legendre moments $\{\phi_n(r)\}$:

$$
(n + 1) \left( \frac{d}{dr} + \frac{n + 2}{r} \right) \phi_{n+1}(r) + n \left( \frac{d}{dr} - \frac{n - 1}{r} \right) \phi_{n-1}(r) + h_n \phi_n(r) = 0
$$

for $n = 0, 1, \ldots, N$. Here,

$$
h_n = \begin{cases} (2n + 1)(1 - cf_n), & n = 0, 1, \ldots, L, \\ 2n + 1, & n = L + 1, L + 2, \ldots, N. \end{cases}
$$

We note that for isotropic scattering ($L = 0$) Eq. (3) reduces to the set of differential equations studied by Davison$^7$ and by Case and Zweifel. Since our way of finding the solutions of Eq. (3) differs somewhat from that of Davison$^7$ and the notations are slightly different, we include some details of our derivation in the Appendix.

As shown in the Appendix, the general solution of Eq. (3) can be written as
The problem is formulated by Eq. (1) for \( r \in (0, R) \) and \( \mu \in [-1, 1] \) and the conditions

\[
\psi(R, -\mu) = f(\mu),
\]

for \( \mu \in (0, 1] \), and

\[
\lim_{\mu \to 1^-} \psi(r, \mu) < \infty,
\]

for \( \mu \in [-1, 1] \). The last condition is just a mathematical statement of the fact that the solution of this problem is not expected to diverge at the center of the sphere.

The quantity of most interest for this problem is the albedo (or reflection factor)

\[
A^* = \left[ \int_0^1 \mu \psi(R, -\mu) d\mu \right]^{-1} \int_0^1 \psi(R, \mu) d\mu.
\]

III. A SPHERE SUBJECT TO EXTERNAL NEUTRON INCIDENCE

In this section, we consider the problem of a sphere of radius \( R \) and \( c \leq 1 \) subject to a known distribution of incoming neutrons on its surface.

III.A. Formulation

The problem is formulated by Eq. (1) for \( r \in (0, R) \) and \( \mu \in [-1, 1] \) and the conditions

\[
\psi(R, -\mu) = f(\mu),
\]

for \( \mu \in (0, 1] \), and

\[
\lim_{\mu \to 1^-} \psi(r, \mu) < \infty,
\]

for \( \mu \in [-1, 1] \). The last condition is just a mathematical statement of the fact that the solution of this problem is not expected to diverge at the center of the sphere.

The quantity of most interest for this problem is the albedo (or reflection factor)

\[
A^* = \left[ \int_0^1 \mu \psi(R, -\mu) d\mu \right]^{-1} \int_0^1 \psi(R, \mu) d\mu.
\]
\[ \psi(r, \mu) = \frac{1}{2} B_1 + \frac{1}{2} \sum_{n=0}^{N} (-1)^n (2n + 1) P_n(\mu) \]
\[ \times \sum_{j=2}^{J} B_{j1} (r/j : R/j) g_0(\xi_j) . \]  

(13)

Now, the incidence condition specified by Eq. (7a) yields, if \( c < 1 \),
\[ \sum_{n=0}^{N} (2n + 1) P_n(\mu) \sum_{j=1}^{J} B_{j1} (R/j : R/j) g_0(\xi_j) = 2 f(\mu) \]  

(14a)

and, if \( c = 1 \),
\[ B_1 + \sum_{n=0}^{N} (2n + 1) P_n(\mu) \sum_{j=2}^{J} B_{j1} (R/j : R/j) g_0(\xi_j) = 2 f(\mu) , \]  

(14b)

for \( \mu \in (0,1] \). We note that the result expressed by Eq. (14b) can also be obtained by letting \( \xi_1 \to \infty \) in Eq. (14a).

Clearly, Eqs. (14a) and (14b) can only be satisfied in an approximate way by the \( P_N \) method. In this work, we study three simple ways of generating approximate \( P_N \) boundary conditions from Eqs. (14a) and (14b): the shifted-Legendre (SL) projection scheme introduced for plane-geometry problems by Garcia and Siewert\(^8\) and the well-known Marshak\(^1\) and Mark\(^9\) projection schemes.

III.B. Solution Using the SL Projection Scheme

For the SL projection scheme, we multiply Eqs. (14a) and (14b) by \( P_0(2\mu - 1) \), for \( \alpha = 0, 1, \ldots, N \), and integrate the resulting equations over \( \mu \) from 0 to 1 to obtain, if \( c < 1 \),
\[ \sum_{j=1}^{J} B_j \sum_{n=0}^{N} (2n + 1) C_{n,1} a_n (R/j : R/j) g_0(\xi_j) = 2 F_a \]  

(15a)

and, if \( c = 1 \),
\[ B_1 \delta_{a,0} + \sum_{j=2}^{J} B_j \sum_{n=0}^{N} (2n + 1) C_{n,1} a_n (R/j : R/j) g_0(\xi_j) = 2 F_a , \]  

(15b)

for \( \alpha = 0, 1, \ldots, N \). Here, \( \delta_{a,0} \) is the Kronecker delta, and we have used the definitions
\[ C_{a,n} = \int_{0}^{1} P_a(2\mu - 1)P_n(\mu) \, d\mu \]  

(16)

and
\[ F_a = \int_{0}^{1} P_a(2\mu - 1) f(\mu) \, d\mu . \]  

(17)

We recall that the SL projection scheme generates twice as many equations than unknowns,\(^8\) and so the resulting overdetermined systems of linear algebraic equations that are expressed by Eqs. (15a) and (15b) have to be solved in a least-squares sense for the \( \{ B_j \} \) coefficients.

Finally, once we have determined the \( \{ B_j \} \) constants by solving either Eq. (15a) or Eq. (15b), depending on the case, we can immediately find the \( P_N \) approximation to the angular flux from either Eq. (9) or Eq. (13). In addition, a \( P_N \) approximation to the albedo \( \mathcal{A} \) defined by Eq. (8) can be computed from
\[ \mathcal{A}_N = 1 - \left[ \int_{0}^{1} \mu f(\mu) \, d\mu \right]^{-1} \sum_{j=1}^{J} B_{j1} (R/j : R/j) g_1(\xi_j) . \]  

(18)

where \( j_1 = 1 \) for \( c < 1 \) and \( j_2 = 2 \) for \( c = 1 \). For \( c = 1 \), we know from the physics of the problem that \( \mathcal{A} = 1 \), and noting that \( g_1(\xi) = 0 \), we can see that Eq. (18) yields \( \mathcal{A}_N = 1 \) for all \( N \).

III.C. Solution Using the Marshak Projection Scheme

For the Marshak projection scheme,\(^1\) we multiply Eqs. (14a) and (14b) by \( P_{2\alpha-1}(\mu) \), for \( \alpha = 1, 2, \ldots, J \), and integrate the resulting equations over \( \mu \) from 0 to 1 to obtain, if \( c < 1 \),
\[ \sum_{j=1}^{J} B_j \sum_{n=0}^{N} (2n + 1) S_{a,n} a_n (R/j : R/j) g_0(\xi_j) = 2 G_a \]  

(19a)

and, if \( c = 1 \),
\[ B_1 S_{a,0} + \sum_{j=2}^{J} B_j \sum_{n=0}^{N} (2n + 1) S_{a,n} a_n (R/j : R/j) g_0(\xi_j) = 2 G_a , \]  

(19b)
for \( \alpha = 1, 2, \ldots, J \). Here, we have defined
\[
S_{a,n} = \int_{0}^{1} P_{2a-1}(\mu)P_{a}(\mu) d\mu
\]
(20)
and
\[
G_{a} = \int_{0}^{1} P_{2a-1}(\mu)f(\mu) d\mu .
\]
(21)

Equations (19) are systems of \( J \) linear algebraic equations to be solved for the \( J \) unknowns \( \{B_{j}\} \). Once these coefficients are available, we can find the \( P_{N} \) approximation to the angular flux from either Eq. (9) if \( c < 1 \) or Eq. (13) if \( c = 1 \). In addition, as for the SL scheme, a \( P_{N} \) approximation to the albedo \( A^{*} \) can be computed from Eq. (18).

### III.D. Solution Using the Mark Projection Scheme

The projection scheme for obtaining the Mark boundary conditions\(^{18}\) can be formulated by multiplying Eqs. (14a) and (14b) by the Dirac delta distribution \( \delta(\mu - \mu_{\alpha}) \), where \( \mu_{\alpha} = 1, 2, \ldots, J \), are the positive zeros of the Legendre polynomial \( P_{N+1}(\mu) \), and integrating the resulting equations over \( \mu \) from 0 to 1. We get, if \( c < 1 \),
\[
\sum_{j=1}^{J} B_{j} \sum_{k=0}^{N} (2n + 1) P_{n}(\mu_{k}) \mu_{k} R(\xi'_{j} : R(\xi) g_{n}(\xi)) = 2f(\mu_{k})
\]
(22a)
and, if \( c = 1 \),
\[
B_{1} + \sum_{j=2}^{J} B_{j} \sum_{k=0}^{N} (2n + 1) P_{n}(\mu_{k}) \mu_{k} R(\xi'_{j} : R(\xi) g_{n}(\xi)) = 2f(\mu_{k}) ,
\]
(22b)
for \( \alpha = 1, 2, \ldots, J \). Equations (22) are systems of \( J \) linear algebraic equations to be solved for the \( J \) unknowns \( \{B_{j}\} \).

### III.E. Computational Methods

We now discuss briefly the computational methods used in our FORTRAN implementation of the solutions developed in Secs. III.B, III.C, and III.D.

With the help of a three-term recurrence relation involving only the even Chandrasekhar polynomials and the closure relation \( g_{N+1}(\xi) = 0 \), it has been shown\(^{20}\) that the \( P_{N} \) eigenvalues \( \{\xi_{n}\} \) are given by the square roots of the eigenvalues of a special tridiagonal matrix of order \( J \). In this work, subroutines FIGI and IMLQL1 from EISPACK (Ref. 21) were used for computing the squares of the \( P_{N} \) eigenvalues.

The Chandrasekhar polynomials \( \{g_{n}(\xi)\} \) were computed as discussed in Ref. 22 except that the starting ratio for backward recurrence when \( \xi_{j} > 1 \) was taken to be \( g_{N+1}(\xi_{j})/g_{N}(\xi_{j}) = 0 \). It should be mentioned that the need for solving a linear system when \( \xi_{j} > 1 \) does not show up in this work since the problem we are solving here is azimuthally symmetric, and as mentioned in Ref. 22 backward recurrence is sufficient in such a case.

In order to compute the iota-ratios defined by Eq. (10), we have used backward recurrence, which is known to be the stable way of computing the modified spherical Bessel functions of the first kind.\(^{3}\) To describe our procedure, we define
\[
\rho_{\alpha}(x) = \iota_{\alpha+1}(x : y)/\iota_{\alpha}(x : y) = \iota_{\alpha+1}(x)/\iota_{\alpha}(x) ,
\]
(23)
for \( n = 0, 1, \ldots \), divide the three-term recurrence relation involving \( \iota_{\alpha-1}(x) \), \( \iota_{\alpha}(x) \), and \( \iota_{\alpha+1}(x) \) by \( \iota_{\alpha}(x) \), and rearrange the resulting equation to obtain
\[
\rho_{\alpha-1}(x) = [(2n + 1)/x - \rho_{\alpha}(x)]^{-1} .
\]
(24)

We begin the calculation by using Eq. (24) for \( n = N + M, N + M - 1, \ldots, N + 1 \), where \( M > 1 \) is arbitrary (we used \( M = 20 \) in our program), with starting value \( \rho_{N+M}(x) \) arbitrarily set to zero, and store the value obtained for \( \rho_{N}(x) \). Next, we increase the value of \( M \), repeat the calculation, and compare the value obtained for \( \rho_{N}(x) \) with that of the previous step. We keep increasing \( M \) and repeating the calculation until we get convergence in the value of \( \rho_{N}(x) \) to working precision (for example, 16 decimal digits when using DP). Once convergence is achieved, we use Eq. (24) for \( n = N, N - 1, \ldots, 1 \) to compute the remaining rho-ratios. The desired iota-ratios are then given by

\[
t_{0}(x : y) = \begin{cases} (y/x)e^{-(y-x)/(1-e^{2y})}, & x > 0 , \\ 2ye^{-y}/(1-e^{-2y}), & x = 0 , \end{cases}
\]
(25a)
and
\[
t_{\alpha+1}(x : y) = \rho_{\alpha}(x)t_{\alpha}(x : y) ,
\]
(25b)
for \( n = 0, 1, \ldots, N - 1 \).
The constants \( \{ C_{i,n} \} \) and \( \{ S_{i,n} \} \) defined by Eqs. (16) and (20), respectively, were generated accurately and efficiently with recurrence schemes reported in previous works. In this regard, we note that Eq. (25b) of Ref. 20 should be used only for even values of \( l \), i.e., \( l = 0, 2, 4, \ldots, N - 3 \).

Finally, the linear systems defined by Eqs. (15), (19), and (22) were solved using three different techniques: Gaussian elimination, QR decomposition, and SVD. In the case of the SL projection scheme, the linear system is overdetermined \((N \times J)\), and so, to apply Gaussian elimination, we used a least-squares formulation with equal weights that yields a set of \( J \) normal equations for the \( J \) unknowns. On the other hand, the linear systems obtained from the Marshak and Mark projection schemes are square \((J \times J)\), and so Gaussian elimination was applied directly on those systems. Solutions by Gaussian elimination were obtained with subroutines DGECO and DGESL from LINPACK (Ref. 23). Concerning the other more powerful (and more expensive) solution techniques, we note that the least-squares solutions based on the QR decomposition were obtained with subroutine DQRST from LINPACK, while the least-squares solutions based on SVD were obtained with subroutine MINFIT from EISPACK (Ref. 24); another SVD implementation (subroutine DSVDC from LINPACK) was tried with similar results.

### III.F. Numerical Results and Discussion

We begin this section by reporting in Tables I, II, and III our numerical results for several orders of the \( P_N \) approximation to the albedo, as defined by Eq. (18), for the most difficult case considered in Table I of the work by Aronson \( ^7 \) \( [c = 0.9, R = 0.5, L = 0, \text{and } f(\mu) = \mu] \), and we use that case to compare the performance of the studied projection schemes and linear-equation solvers.

The reference results reported in Tables I, II, and III were obtained with the use of SVD in quadruple precision (QP) (approximately 32 decimal digits of precision) and confirmed with QR decomposition, also in QP. These results are thought to be accurate to within \( \pm 1 \times 10^{-7} \) in the seventh significant figure, except the results for \( 29 \leq N \leq 199 \) in Table III, which may have larger deviations in the seventh figure.

In Table I, which shows the results obtained for the SL projection scheme, we can see that all three ways of solving the linear system—Gaussian elimination on the normal equations (GENE), QR decomposition, and SVD—give at least five significant figures of accuracy in DP, with the last two ways being slightly more accurate. It should be mentioned that the criterion used to report the number of figures of the double-precision results in all the tables of this work was agreement with the reference results to within \( \pm 2 \) in the last figure, unless otherwise noted. Also, in this section, the thresholds that have to be given as inputs to the QR and SVD solvers were taken to be equal to the square root of the number of rows times \( 10^{-14} \) for double-precision calculations (times \( 10^{-30} \) for quadruple-precision calculations).

In Tables II and III, which show the results obtained for the Marshak and Mark projection schemes, respectively, we can see that the Gaussian elimination results in double precision (GE-DP) become inaccurate for \( N = 15 \). The use of QP does not help much, as the results become inaccurate for \( N = 29 \). A moderate, but still insufficient, improvement in the accuracy (i.e., from one or no significant figure to three significant figures) was observed when full pivoting routines (LAPACK subroutines DGETC2 and DGEESC2) were used. On the other hand, QR-DP and SVD-DP perform better, yielding at least six significant figures in the Marshak scheme and five figures in the Mark scheme.

A general trend that is apparent in Tables I, II, and III is that the GENE-DP, QR-DP, and SVD-DP results become less accurate for intermediate values of \( N \) and eventually recover full accuracy as \( N \) is increased past \( N = 199 \). In trying to find an explanation for this numerical behavior, we have observed that the columns that are disregarded in the QR calculations

<table>
<thead>
<tr>
<th>( N )</th>
<th>GENE-DP</th>
<th>QR-DP</th>
<th>SVD-DP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9513281</td>
<td>0.9513281</td>
<td>0.9513281</td>
<td>0.9513281</td>
</tr>
<tr>
<td>3</td>
<td>0.9288570</td>
<td>0.9288570</td>
<td>0.9288570</td>
<td>0.9288570</td>
</tr>
<tr>
<td>5</td>
<td>0.9288822</td>
<td>0.9288822</td>
<td>0.9288822</td>
<td>0.9288822</td>
</tr>
<tr>
<td>7</td>
<td>0.9289371</td>
<td>0.9289371</td>
<td>0.9289371</td>
<td>0.9289371</td>
</tr>
<tr>
<td>9</td>
<td>0.9289494</td>
<td>0.9289494</td>
<td>0.9289494</td>
<td>0.9289494</td>
</tr>
<tr>
<td>11</td>
<td>0.9289589</td>
<td>0.9289589</td>
<td>0.9289589</td>
<td>0.9289589</td>
</tr>
<tr>
<td>13</td>
<td>0.9289672</td>
<td>0.9289672</td>
<td>0.9289672</td>
<td>0.9289672</td>
</tr>
<tr>
<td>15</td>
<td>0.9289733</td>
<td>0.9289733</td>
<td>0.9289733</td>
<td>0.9289733</td>
</tr>
<tr>
<td>17</td>
<td>0.9289745</td>
<td>0.9289745</td>
<td>0.9289745</td>
<td>0.9289745</td>
</tr>
<tr>
<td>19</td>
<td>0.9289752</td>
<td>0.9289752</td>
<td>0.9289752</td>
<td>0.9289752</td>
</tr>
<tr>
<td>29</td>
<td>0.9289977</td>
<td>0.9289977</td>
<td>0.9289977</td>
<td>0.9289977</td>
</tr>
<tr>
<td>39</td>
<td>0.9289974</td>
<td>0.9289974</td>
<td>0.9289974</td>
<td>0.9289974</td>
</tr>
<tr>
<td>99</td>
<td>0.9289765</td>
<td>0.9289765</td>
<td>0.9289765</td>
<td>0.9289765</td>
</tr>
<tr>
<td>199</td>
<td>0.9289767</td>
<td>0.9289767</td>
<td>0.9289767</td>
<td>0.9289767</td>
</tr>
<tr>
<td>399</td>
<td>0.9289766</td>
<td>0.9289766</td>
<td>0.9289766</td>
<td>0.9289766</td>
</tr>
<tr>
<td>799</td>
<td>0.9289767</td>
<td>0.9289767</td>
<td>0.9289767</td>
<td>0.9289767</td>
</tr>
</tbody>
</table>

The Albedo \( \alpha \) for a Sphere with \( c = 0.9, R = 0.5, L = 0, \) and \( f(\mu) = \mu \): Results from the SL Projection Scheme
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correspond, preferentially, to the modes related to the PN eigenvalues $\zeta_i$ in the interval $(0, 1)$ that are closest to the end-point one. Noting that for $\zeta_i \in (0, 1)$ the argument $R/\zeta_i$ of the modified spherical Bessel functions of the first kind is closest to zero when $\zeta_i \to 1$, we have concluded that the nearly linear dependence of some columns is nothing more

### Table II

The Albedo $A_N$ for a Sphere with $c = 0.9$, $R = 0.5$, $L = 0$, and $f(\mu) = \mu$: Results from the Marshak Projection Scheme

<table>
<thead>
<tr>
<th>N</th>
<th>GE-DP</th>
<th>GE-QP</th>
<th>QR-DP</th>
<th>SVD-DP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9357939</td>
<td>0.9357939</td>
<td>0.9357939</td>
<td>0.9357939</td>
<td>0.9357939</td>
</tr>
<tr>
<td>3</td>
<td>0.9294310</td>
<td>0.9294310</td>
<td>0.9294310</td>
<td>0.9294310</td>
<td>0.9294310</td>
</tr>
<tr>
<td>5</td>
<td>0.9290687</td>
<td>0.9290687</td>
<td>0.9290687</td>
<td>0.9290687</td>
<td>0.9290687</td>
</tr>
<tr>
<td>7</td>
<td>0.9290061</td>
<td>0.9290061</td>
<td>0.9290061</td>
<td>0.9290061</td>
<td>0.9290061</td>
</tr>
<tr>
<td>9</td>
<td>0.9289888</td>
<td>0.9289888</td>
<td>0.9289888</td>
<td>0.9289888</td>
<td>0.9289888</td>
</tr>
<tr>
<td>11</td>
<td>0.9289826</td>
<td>0.9289826</td>
<td>0.9289826</td>
<td>0.9289826</td>
<td>0.9289826</td>
</tr>
<tr>
<td>13</td>
<td>0.9289</td>
<td>0.9289799</td>
<td>0.928980</td>
<td>0.9289826</td>
<td>0.9289799</td>
</tr>
<tr>
<td>15</td>
<td>0.92</td>
<td>0.9289786</td>
<td>0.9289787</td>
<td>0.9289787</td>
<td>0.9289786</td>
</tr>
<tr>
<td>17</td>
<td>0.9</td>
<td>0.9289779</td>
<td>0.928980</td>
<td>0.928978</td>
<td>0.9289779</td>
</tr>
<tr>
<td>19</td>
<td>0.91</td>
<td>0.9289775</td>
<td>0.928978</td>
<td>0.9289775</td>
<td>0.9289775</td>
</tr>
<tr>
<td>29</td>
<td>0.9</td>
<td>0.9</td>
<td>0.928976</td>
<td>0.928976</td>
<td>0.928976</td>
</tr>
<tr>
<td>39</td>
<td>0.9</td>
<td>0.9</td>
<td>0.928976</td>
<td>0.928976</td>
<td>0.928976</td>
</tr>
<tr>
<td>99</td>
<td>—</td>
<td>0.928</td>
<td>0.928976</td>
<td>0.928976</td>
<td>0.928976</td>
</tr>
<tr>
<td>199</td>
<td>0.92</td>
<td>0.9</td>
<td>0.9289765</td>
<td>0.9289765</td>
<td>0.928976</td>
</tr>
<tr>
<td>399</td>
<td>0.9</td>
<td>1.0</td>
<td>0.928976</td>
<td>0.928976</td>
<td>0.928976</td>
</tr>
<tr>
<td>799</td>
<td>1.0</td>
<td>0.927</td>
<td>0.9289767</td>
<td>0.9289768</td>
<td>0.9289768</td>
</tr>
</tbody>
</table>

### Table III

The Albedo $A_N$ for a Sphere with $c = 0.9$, $R = 0.5$, $L = 0$, and $f(\mu) = \mu$: Results from the Mark Projection Scheme

<table>
<thead>
<tr>
<th>N</th>
<th>GE-DP</th>
<th>GE-QP</th>
<th>QR-DP</th>
<th>SVD-DP</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9441557</td>
<td>0.9441557</td>
<td>0.9441557</td>
<td>0.9441557</td>
<td>0.9441557</td>
</tr>
<tr>
<td>3</td>
<td>0.9298588</td>
<td>0.9298588</td>
<td>0.9298588</td>
<td>0.9298588</td>
<td>0.9298588</td>
</tr>
<tr>
<td>5</td>
<td>0.9291638</td>
<td>0.9291638</td>
<td>0.9291638</td>
<td>0.9291638</td>
<td>0.9291638</td>
</tr>
<tr>
<td>7</td>
<td>0.9290391</td>
<td>0.9290391</td>
<td>0.9290391</td>
<td>0.9290391</td>
<td>0.9290391</td>
</tr>
<tr>
<td>9</td>
<td>0.9290332</td>
<td>0.9290332</td>
<td>0.9290332</td>
<td>0.9290332</td>
<td>0.9290332</td>
</tr>
<tr>
<td>11</td>
<td>0.9289899</td>
<td>0.9289899</td>
<td>0.9289899</td>
<td>0.9289899</td>
<td>0.9289899</td>
</tr>
<tr>
<td>13</td>
<td>0.9289</td>
<td>0.9289840</td>
<td>0.92899</td>
<td>0.92899</td>
<td>0.9289840</td>
</tr>
<tr>
<td>15</td>
<td>0.927</td>
<td>0.9289811</td>
<td>0.92899</td>
<td>0.92897</td>
<td>0.9289811</td>
</tr>
<tr>
<td>17</td>
<td>0.93</td>
<td>0.9289795</td>
<td>0.92897</td>
<td>0.92898</td>
<td>0.9289795</td>
</tr>
<tr>
<td>19</td>
<td>0.94</td>
<td>0.9289786</td>
<td>0.92897</td>
<td>0.92897</td>
<td>0.9289786</td>
</tr>
<tr>
<td>29</td>
<td>0.9</td>
<td>0.9290</td>
<td>0.92897</td>
<td>0.92897</td>
<td>0.9289774</td>
</tr>
<tr>
<td>39</td>
<td>0.92</td>
<td>0.930</td>
<td>0.92898</td>
<td>0.92898</td>
<td>0.9289775</td>
</tr>
<tr>
<td>99</td>
<td>0.94</td>
<td>0.9290</td>
<td>0.92898</td>
<td>0.92898</td>
<td>0.9289768</td>
</tr>
<tr>
<td>199</td>
<td>0.92</td>
<td>0.93</td>
<td>0.928978</td>
<td>0.928978</td>
<td>0.9289770</td>
</tr>
<tr>
<td>399</td>
<td>0.94</td>
<td>0.930</td>
<td>0.9289776</td>
<td>0.9289766</td>
<td>0.9289768</td>
</tr>
<tr>
<td>799</td>
<td>—</td>
<td>1.0</td>
<td>0.9289767</td>
<td>0.9289768</td>
<td>0.9289768</td>
</tr>
</tbody>
</table>
than a manifestation of a loss of information because all of
the modified spherical Bessel functions of the first kind
(except the first) go to zero when the argument goes to
zero. A similar, but less specific, observation in this direc-
tion has been given by Sahni and Sharma. We believe the
reason why the method becomes less accurate for intermedi-
ate values of $N$ is that the troublesome modes, which are
considered in the GENE-DP calculation and eliminated
from the QR and SVD calculations, are relatively more
important in that range of $N$ and become less important as
$N$ is increased. Finally, considering also other cases that we
tried, we have concluded that the Marshak scheme and SVD
are the best choices in terms of accuracy for albedo calcula-
tions, when using DP.

In Table IV, we show the effect of varying the value of $c$ in Aronson’s most difficult case. We can see that
the deviations of the SVD-DP results with respect to
those of SVD-QP are slightly larger for low values of $c$, but we get at least five significant figures of accuracy.
The SVD-QP results reported in Table IV are thought to
be accurate to within $\pm 1$ in the seventh significant
figure, except the results for $29 \leq N \leq 199$, which may have larger deviations in the last figure.

In Table V, we give an answer to the natural question
to be asked at this point: What happens if the radius of the sphere is reduced in Aronson’s most difficult case? We can see in Table V that the SVD-DP implementation of the
Marshak scheme yields at least five significant figures of
accuracy for values of $R$ as small as $5.0 \times 10^{-4}$. To be
sure of the good behavior of SVD-DP for cases defined by
very small radii, we have reduced $R$ even further (down to
$5.0 \times 10^{-5}$), with good results.

In Table VI, we tabulate our converged results for the
albedo, obtained for different scattering orders (different
values of $L$) in a synthetic kernel that is known as the
binomial law and is defined by

$$p(\mu_0) = \frac{L+1}{2^L} (1 + \mu_0)^L$$
$$= \sum_{l=0}^{L} (2l+1)fP_l(\mu_0),$$

(26)

<table>
<thead>
<tr>
<th>$c$</th>
<th>$N$</th>
<th>SVD-DP</th>
<th>SVD-QP</th>
<th>SVD-DP</th>
<th>SVD-QP</th>
<th>SVD-DP</th>
<th>SVD-QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1</td>
<td>0.5536237</td>
<td>0.5536237</td>
<td>0.6319142</td>
<td>0.6319142</td>
<td>0.8206124</td>
<td>0.8206124</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>0.5536237</td>
<td>0.5536237</td>
<td>0.6319142</td>
<td>0.6319142</td>
<td>0.8206124</td>
<td>0.8206124</td>
</tr>
<tr>
<td>0.7</td>
<td>1</td>
<td>0.5536237</td>
<td>0.5536237</td>
<td>0.6319142</td>
<td>0.6319142</td>
<td>0.8206124</td>
<td>0.8206124</td>
</tr>
</tbody>
</table>

TABLE IV
The Albedo $A_N$ for Spheres with $R = 0.5$, $L = 0$, $f(\mu) = \mu$, and Various Values of $c$: Results from the Marshak Projection Scheme.
where the Legendre coefficients \( f_l \) can be computed exactly by recurrence with \( f_0 = 1 \) and\(^{27}\)

\[
f_l = \left( \frac{L + 1 - l}{L + 1 + l} \right) f_{l-1},
\]

for \( l = 1, 2, \ldots, L \). Note that for \( l > L \) all \( f_l = 0 \). The binomial law describes scattering that becomes more and more pronounced in the forward direction as \( L \) is increased. Indeed, it is easy to see that Eq. (26) reduces to \( p(\mu_0) = \delta(\mu_0 - 1) \) in the limit of \( L \to \infty \). The results reported in Table VI are thought to be accurate in all figures shown and were obtained with \( N \) between 9999 and 12999 (depending on the case) in the SVD-DP implementation of the Marshak projection scheme.

To close this section, we report in Table VII our converged results, from the SVD-DP implementation of the Mark projection scheme, for the scalar flux and current for different scattering orders in the binomial law. The Mark projection scheme was found to converge faster than the Marshak projection scheme for these quantities. The results in Table VII are thought to be accurate to within \( \pm 1 \) in the last significant figure and were obtained with \( N \) between 5999 and 8999.

### IV. THE CRITICAL-SPHERE PROBLEM

We consider in this section the problem of finding the critical radius of a sphere. We assume isotropic fission

---

**TABLE V**

The Albedo \( A_N \) for Spheres of Very Small Radii with \( c = 0.1, L = 0, \) and \( f(\mu) = \mu \): Results from the Marshak Projection Scheme

<table>
<thead>
<tr>
<th>( N )</th>
<th>( R = 0.05 )</th>
<th>( R = 0.005 )</th>
<th>( R = 0.0005 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVD-DP</td>
<td>SVD-QP</td>
<td>SVD-DP</td>
</tr>
<tr>
<td>1</td>
<td>0.9417730</td>
<td>0.9417730</td>
<td>0.9940180</td>
</tr>
<tr>
<td>3</td>
<td>0.9351881</td>
<td>0.9351881</td>
<td>0.9933044</td>
</tr>
<tr>
<td>5</td>
<td>0.9349381</td>
<td>0.9349381</td>
<td>0.9932798</td>
</tr>
<tr>
<td>7</td>
<td>0.9348992</td>
<td>0.9348992</td>
<td>0.9932761</td>
</tr>
<tr>
<td>9</td>
<td>0.934890</td>
<td>0.9348889</td>
<td>0.993274</td>
</tr>
<tr>
<td>11</td>
<td>0.934884</td>
<td>0.9348853</td>
<td>0.993273</td>
</tr>
<tr>
<td>13</td>
<td>0.93488</td>
<td>0.9348837</td>
<td>0.99327</td>
</tr>
<tr>
<td>15</td>
<td>0.93488</td>
<td>0.9348831</td>
<td>0.993272</td>
</tr>
<tr>
<td>17</td>
<td>0.93488</td>
<td>0.9348826</td>
<td>0.993272</td>
</tr>
<tr>
<td>19</td>
<td>0.93487</td>
<td>0.9348822</td>
<td>0.993272</td>
</tr>
<tr>
<td>29</td>
<td>0.93488</td>
<td>0.9348816</td>
<td>0.993272</td>
</tr>
<tr>
<td>39</td>
<td>0.93488</td>
<td>0.9348813</td>
<td>0.993272</td>
</tr>
<tr>
<td>99</td>
<td>0.934879</td>
<td>0.9348813</td>
<td>0.993273</td>
</tr>
<tr>
<td>199</td>
<td>0.934881</td>
<td>0.9348815</td>
<td>0.993273</td>
</tr>
<tr>
<td>299</td>
<td>0.934881</td>
<td>0.9348817</td>
<td>0.993274</td>
</tr>
<tr>
<td>399</td>
<td>0.934881</td>
<td>0.9348818</td>
<td>0.993274</td>
</tr>
</tbody>
</table>

**TABLE VI**

The Albedo \( A_N \) of a Sphere with \( c = 0.9 \) and \( f(\mu) = \mu \) for Various Values of \( R \) and \( L \): Converged Results from the Marshak Projection Scheme and SVD-DP

<table>
<thead>
<tr>
<th>( L )</th>
<th>( R = 0.5 )</th>
<th>( R = 1.0 )</th>
<th>( R = 2.0 )</th>
<th>( R = 5.0 )</th>
<th>( R = 10.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.928976774</td>
<td>0.865988724</td>
<td>0.763665725</td>
<td>0.601315927</td>
<td>0.525253388</td>
</tr>
<tr>
<td>19</td>
<td>0.928166035</td>
<td>0.862329721</td>
<td>0.746796144</td>
<td>0.501712998</td>
<td>0.300160401</td>
</tr>
<tr>
<td>49</td>
<td>0.928028748</td>
<td>0.861796323</td>
<td>0.744777309</td>
<td>0.490944614</td>
<td>0.269136825</td>
</tr>
<tr>
<td>99</td>
<td>0.927975803</td>
<td>0.861588216</td>
<td>0.743977756</td>
<td>0.486654546</td>
<td>0.256782392</td>
</tr>
<tr>
<td>199</td>
<td>0.927947713</td>
<td>0.861477183</td>
<td>0.743573525</td>
<td>0.484312916</td>
<td>0.249903725</td>
</tr>
<tr>
<td>299</td>
<td>0.927938088</td>
<td>0.861439040</td>
<td>0.743398831</td>
<td>0.483497603</td>
<td>0.247507970</td>
</tr>
<tr>
<td>399</td>
<td>0.927933225</td>
<td>0.861419745</td>
<td>0.743323570</td>
<td>0.483082848</td>
<td>0.246283733</td>
</tr>
</tbody>
</table>
TABLE VII
The Scalar Flux $\psi_0(r)$ and the Current $\psi_1(r)$ for a Sphere with $c = 0.9$, $R = 0.5$, and $f(\mu) = \mu$. Converged Results from the Marshak Projection Scheme and SVD-DP

<table>
<thead>
<tr>
<th>$r/R$</th>
<th>$L = 0$</th>
<th>$L = 19$</th>
<th>$L = 399$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\psi_0(r)$</td>
<td>$-\psi_1(r)$</td>
<td>$\psi_0(r)$</td>
</tr>
<tr>
<td>0.0</td>
<td>1.7875</td>
<td>0.0</td>
<td>1.8760</td>
</tr>
<tr>
<td>0.1</td>
<td>1.7831</td>
<td>2.9748(-3)*</td>
<td>1.8703</td>
</tr>
<tr>
<td>0.2</td>
<td>1.7700</td>
<td>5.9234(-3)</td>
<td>1.8531</td>
</tr>
<tr>
<td>0.3</td>
<td>1.7476</td>
<td>8.3186(-3)</td>
<td>1.8240</td>
</tr>
<tr>
<td>0.4</td>
<td>1.7148</td>
<td>1.1630(-2)</td>
<td>1.7819</td>
</tr>
<tr>
<td>0.5</td>
<td>1.6700</td>
<td>1.4323(-2)</td>
<td>1.7253</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6106</td>
<td>1.6856(-2)</td>
<td>1.6519</td>
</tr>
<tr>
<td>0.7</td>
<td>1.5324</td>
<td>1.9171(-2)</td>
<td>1.5576</td>
</tr>
<tr>
<td>0.8</td>
<td>1.4272</td>
<td>2.1192(-2)</td>
<td>1.4354</td>
</tr>
<tr>
<td>0.9</td>
<td>1.2770</td>
<td>2.2792(-2)</td>
<td>1.2689</td>
</tr>
<tr>
<td>1.0</td>
<td>9.8661(-1)</td>
<td>2.3674(-2)</td>
<td>9.7401(-1)</td>
</tr>
</tbody>
</table>

*Read as $2.9748 \times 10^{-3}$.

TABLE VIII
The Critical Radius for the Case $c = 2.0$ and $L = 0$

<table>
<thead>
<tr>
<th>$N$</th>
<th>SVD-DP</th>
<th>SVD-QP</th>
<th>SVD-DP</th>
<th>SVD-QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0956395</td>
<td>1.0956395</td>
<td>1.0956395</td>
<td>1.0956395</td>
</tr>
<tr>
<td>3</td>
<td>0.9823991</td>
<td>0.9823991</td>
<td>0.9911102</td>
<td>0.9911102</td>
</tr>
<tr>
<td>5</td>
<td>0.968723</td>
<td>0.968723</td>
<td>0.9908852</td>
<td>0.9908852</td>
</tr>
<tr>
<td>7</td>
<td>0.9902374</td>
<td>0.9902374</td>
<td>0.9907076</td>
<td>0.9907076</td>
</tr>
<tr>
<td>9</td>
<td>0.9906254</td>
<td>0.9906254</td>
<td>0.9906510</td>
<td>0.9906510</td>
</tr>
<tr>
<td>11</td>
<td>0.9906029</td>
<td>0.9906029</td>
<td>0.9906286</td>
<td>0.9906286</td>
</tr>
<tr>
<td>13</td>
<td>0.990603</td>
<td>0.9906042</td>
<td>0.990620</td>
<td>0.9906184</td>
</tr>
<tr>
<td>15</td>
<td>0.990606</td>
<td>0.9906047</td>
<td>0.990615</td>
<td>0.9906132</td>
</tr>
<tr>
<td>17</td>
<td>0.990605</td>
<td>0.9906051</td>
<td>0.990611</td>
<td>0.9906104</td>
</tr>
<tr>
<td>19</td>
<td>0.990605</td>
<td>0.9906052</td>
<td>0.990610</td>
<td>0.9906088</td>
</tr>
<tr>
<td>29</td>
<td>0.990605</td>
<td>0.9906055</td>
<td>0.9906063</td>
<td>0.9906063</td>
</tr>
<tr>
<td>39</td>
<td>0.990605</td>
<td>0.9906055</td>
<td>0.9906054</td>
<td>0.9906056</td>
</tr>
<tr>
<td>99</td>
<td>0.990605</td>
<td>0.9906055</td>
<td>0.9906055</td>
<td>0.9906056</td>
</tr>
<tr>
<td>199</td>
<td>0.990605</td>
<td>0.9906056</td>
<td>0.9906055</td>
<td>0.9906056</td>
</tr>
<tr>
<td>399</td>
<td>0.990605</td>
<td>0.9906056</td>
<td>0.9906056</td>
<td>0.9906056</td>
</tr>
</tbody>
</table>

and anisotropic scattering, and so, we take the parameter $c$ in Eq. (1) to be known and given by

$$c = \frac{v\sigma_f + \sigma_i}{\sigma} > 1,$$

where $\sigma_f$, $\sigma_i$, $\sigma$ are, respectively, the fission, scattering, and total cross sections and $v$ is the mean number of neutrons emitted per fission event. We note that to take into account scattering anisotropy in the presence of isotropic fission, the Legendre coefficients $\{f_l\}$ of the scattering law must be multiplied by $c_s/c$, where $c_s = \sigma_i/\sigma$, for $l \geq 1$, prior to being used in Eq. (1).

IV.A. Formulation

The problem is formulated by Eq. (1) subject to
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\[ \psi(R, -\mu) = 0, \quad (29a) \]

for \( \mu \in (0, 1] \), and

\[ \lim_{r \to 0} \psi(r, \mu) < \infty, \quad (29b) \]

for \( \mu \in [-1, 1] \). We look for the (smallest) value of the critical radius \( R \) that is associated with a physically meaningful solution of Eqs. (1) and (29) (i.e., a positive angular flux everywhere in the sphere).

Since in all the cases studied in this work we have encountered only one pair of purely imaginary \( \lambda \) and \( \mu \) for all \( \mu \), we find that we can modify slightly the \( P_N \) solution developed in Sec. III to write our \( P_N \) solution of Eq. (1) that satisfies Eq. (29b) in terms of real quantities only. We find that Eq. (9) becomes

\[ \psi(r, \mu) = \frac{1}{2} \sum_{n=0}^{N} (-1)^n (2n + 1) P_n(\mu) \times \left[ B_j \frac{\sin}{x} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \right] + \sum_{j=2}^{N} B_j \frac{\sin}{x} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \right], \quad (30) \]

where

\[ f_n(x) = \frac{\pi}{2x} f_{n+1/2}(x) \quad (31) \]

is the spherical Bessel function of the first kind that satisfies the three-term recurrence relation

\[ f_{n-1}(x) + f_{n+1}(x) = \frac{2n + 1}{x} f_n(x), \quad (32) \]

for \( n = 1, 2, \ldots \), with initial values

\[ f_0(x) = \frac{\sin x}{x} \quad (33a) \]

and

\[ f_1(x) = \frac{\sin x}{x^2} = \frac{\cos x}{x} \quad (33b) \]

In addition, the polynomials \( f_n(\eta) \) are related to the Chandrasekhar polynomials by \( f_n(\eta) = (-i)^n g_n(\eta) \) and satisfy

\[ \frac{2n + 1}{\eta} f_n(\eta) + \frac{\partial}{\partial \eta} f_n(\eta) = h_n(\eta), \quad (34) \]

for \( n = 0, 1, \ldots \), with

\[ f_0(\eta) = 1. \quad (35) \]

For this problem, we use the Marshak and SL projection schemes for generating approximate \( P_N \) boundary conditions from Eq. (29a). Moreover, as we intend to allow the use of least-squares solutions for which the number of equations considered is, in general, not equal to the number of unknowns, we avoid the usual procedure of searching the critical radius that is based on finding a zero of a determinant.

**IV.B. Solution Using the Marshak Projection Scheme**

Following the procedure discussed in Sec. III.C and choosing the arbitrary normalization \( B_1 = 1 \), which we are allowed to do, since for this problem any multiple of a solution is also a solution, we find that \( R \) and the unknown coefficients \( B_j \), \( j = 2, 3, \ldots, J \), must satisfy the equation

\[ \sum_{j=2}^{J} B_j \sum_{n=0}^{N} (2n + 1) S_{n,j} \frac{\sin}{x} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \right] = - \sum_{n=0}^{N} (2n + 1) S_{n,j} f_n(\eta), \quad (36) \]

for \( n = 1, 2, \ldots, J \). In the \( P_1 \) approximation, we have only one equation, namely,

\[ \frac{1}{2} f_0(R/\eta) + f_1(R/\eta) f_1(\eta) = 0, \quad (37) \]

where \( \eta = [h_0 h_1]^{-1/2} \). Using the explicit representations of the spherical Bessel functions and \( f_1(\eta) \), we get from Eq. (37)

\[ (R + 2h_0 \eta^2) \sin(R/\eta) - 2h_0 \eta R \cos(R/\eta) = 0. \quad (38) \]

To solve Eq. (38) for \( R \), we use Newton’s method with a starting value chosen as discussed in Sec. IV.D.

For \( N \geq 3 \), in order to avoid having to evaluate derivatives exactly, which becomes cumbersome as \( N \) is increased, we use the regula-falsi technique. This requires two initial estimates of the critical radius, say \( R(1) \) and \( R(3) \) (see our choices in Sec. IV.D). First, we solve, in a least-squares sense, the linear system that is obtained from Eq.
of a tridiagonal matrix when \( c > 1 \). Unfortunately, as that matrix cannot be reduced to a form that allows the application of the EISPACK routines for finding the eigenvalues of a special tridiagonal matrix that are mentioned in Sec. III.E, the best we could do here was to use a routine developed for finding the eigenvalues of Hessenberg matrices (we used EISPACK subroutine HQR).

The functions \( \{ f_n(x) \} \) are computed by backward recurrence using the ratios \( f_{n+1}(x)/f_n(x) \), \( n = 0, 1, \ldots, N - 1 \), in pretty much the same way as described for the iota-ratios in Sec. III.E. The polynomials \( \{ f_n(\eta) \} \) are also computed by backward recurrence, as done for the Chandrasekhar polynomials \( \{ g_n(\xi) \} \) when \( \xi \) is real and >1. Indeed, it can be seen that the recurrence relation of \( \{ f_n(\eta) \} \) differs only by a sign from that of the Chandrasekhar polynomials.

The initial estimate of the critical radius for the \( P_1 \) equation that is solved by Newton’s method for both the Marshak and SL projection schemes [Eq. (38)] is taken from the end-point method in spherical geometry, which is very accurate for isotropic scattering.\(^28\) The end-point result can be written as

\[
R(0) = \pi|v_0| - x_0, \tag{40}
\]

where \( v_0 \) is the discrete eigenvalue for isotropic scattering and \( x_0 \) is the extrapolation distance.\(^28\) We used the unnumbered equation on the top of p. 95 of Ref. 28 to obtain an approximate value of \( x_0 \) and the expansions for \( 1/|v_0|^2 \) given by Eqs. (74) and (77) of Ref. 29 to obtain an approximate value of \( |v_0| \). We note that the break point to switch from one of the expansions of Ref. 29 to the other was taken to be \( \epsilon = 1.5 \).

As mentioned before, for \( N \geq 3 \) our iterative procedure is based on the regula-falsi technique, which requires two initial estimates of the parameter being sought. For that purpose, we first find a single initial value \( R(0) \), as described next, and then multiply it by \((1 \pm \epsilon)\), with \( \epsilon \) set arbitrarily to 0.02, to obtain the required initial values \( R(1) \) and \( R(2) \). Regarding our choice of \( R(0) \), we have used the result of the \( P_1 \) approximation when \( N = 3 \) and the result of the \( P_3 \) approximation when \( N > 3 \).

We note that the careful procedure of selecting good initial values for the regula-falsi technique just described turned out to be very important in high order. A good selection of initial values is crucial for high-order calculations because one needs to isolate the desired fundamental mode from the higher harmonics, which is something that becomes progressively more difficult as...
the order of approximation is increased. For low and moderate values of \( N \), a less elaborate procedure could be used.

**IV.E. Numerical Results and Discussion**

First, to give an idea of the convergence behavior of the \( P_N \) method discussed in Secs. IV.A, IV.B, and IV.C, we list in Table VIII our numerical results for the critical radius, obtained from several orders of the approximation, for the most difficult case considered in Table II of Ref. 4 (\( c = 2.0 \) and \( L = 0 \)). As SVD was found to perform better than QR decomposition, we give only the SVD results in Table VIII. We can see that the double-precision results deteriorate slightly between \( N = 13 \) and \( N = 39 \) for the SL scheme and between \( N = 13 \) and \( N = 19 \) for the Marshak scheme, but the SL scheme yields at least five significant figures of accuracy and the Marshak scheme six. The threshold below which a singular value was not considered in the SVD solution was taken to be equal to the square root of the number of rows in the linear system to be solved times \( 10^{-8} \) for double-precision calculations (times \( 10^{-24} \) for quadruple-precision calculations).

Next, in Tables IX and X, we report, for two values of \( c \), and various values of \( c \) and \( L \), the scattering-order of the binomial law, our converged critical-radius results. It is possible to note the strong influence of the degree of scattering anisotropy on the results, especially when more scattering is present relative to absorption and the radius of the sphere is large. For most entries, the converged results were obtained with \( N \) between 1999 and 9999 in the SVD-DP implementation of the Marshak scheme; only in the case of nine entries, larger values of \( N \) (up to 17999) were required. The column corresponding to \( L = 0 \) was omitted from Table X because it repeats that of Table IX. The results in Tables IX and X are thought to be correct in all figures shown, as we have checked them using SVD-QP. Moreover, our \( L = 0 \) results were found to be in very good agreement with the highly accurate results reported by Kaper et al. \(^30 \) in Table V of their work. We note that the results of Kaper et al. were generated using the method of singular eigenfunctions to solve the pseudo problem that is obtained for the case of isotropic scattering. Using our SVD-QP implementation of the Marshak scheme, we have been able to verify that all but one of the entries reported in Table V of Ref. 30 (between 9 and 12 significant figures reported, depending on the value of \( c \)) are off by between one and three units in the last figure.

To close this section, we report in Table XI our converged numerical results for the normalized scalar flux \( \phi(r)/\phi(0) \) for three values of \( c \), \( c = 0.9 \), and two values of \( L \). These results were obtained by varying the value of \( N \) in our SVD-DP implementation of the Marshak scheme until convergence in the number of figures shown was attained. For \( c = 1.01, N = 199 \) was sufficient for all entries, except the entry corresponding to \( r/R = 1.0 \) for which \( N = 13999 \) was needed. For \( c = 1.2 \) and \( L = 0, N = 14999 \) was required, while for \( c = 1.2 \) and \( L = 399 \), we had to use \( N = 17999 \). Finally, for \( c = 1.4 \), we had to use \( N = 26999 \). We conjecture that the increasing difficulty in getting accurate results for the scalar flux as \( c \) is increased (or, equivalently, the critical radius of the sphere is decreased) is related to the essence of the \( P_N \) method, i.e., the separability hypothesis between the spatial and angular variables in the angular flux representation. Nevertheless, as discussed in Sec. V, we believe it is possible to improve on this aspect of the method.

<table>
<thead>
<tr>
<th>( c )</th>
<th>( L = 0 )</th>
<th>( L = 49 )</th>
<th>( L = 99 )</th>
<th>( L = 199 )</th>
<th>( L = 399 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01</td>
<td>17.362440470</td>
<td>20.396242468</td>
<td>20.474600725</td>
<td>20.514725932</td>
<td>20.535040874</td>
</tr>
<tr>
<td>1.05</td>
<td>7.277181794</td>
<td>8.424992160</td>
<td>8.467216067</td>
<td>8.474415070</td>
<td>8.474415070</td>
</tr>
<tr>
<td>1.1</td>
<td>4.872714266</td>
<td>5.572491608</td>
<td>5.598972121</td>
<td>5.607462807</td>
<td>5.607462807</td>
</tr>
<tr>
<td>1.2</td>
<td>3.172072513</td>
<td>3.564019600</td>
<td>3.585828300</td>
<td>3.58662015</td>
<td>3.587855753</td>
</tr>
<tr>
<td>1.3</td>
<td>2.424824980</td>
<td>2.68496214</td>
<td>2.694754711</td>
<td>2.697385444</td>
<td>2.697385444</td>
</tr>
<tr>
<td>1.4</td>
<td>1.985344332</td>
<td>2.179940232</td>
<td>2.185696192</td>
<td>2.186395139</td>
<td>2.186395139</td>
</tr>
<tr>
<td>1.6</td>
<td>1.476098589</td>
<td>1.59679783</td>
<td>1.598877802</td>
<td>1.60412517</td>
<td>1.60412517</td>
</tr>
<tr>
<td>2.0</td>
<td>0.990605572</td>
<td>1.051584313</td>
<td>1.05278201</td>
<td>1.053074592</td>
<td>1.053322526</td>
</tr>
</tbody>
</table>
V. CONCLUDING REMARKS

A version of the $P_N$ method for spheres that is numerically stable in high order is reported in this work. Having been able to go as high as tens of thousands in the order of the approximation with excellent results, we believe that the use of the method is limited only by the amount of computational resources available.

From all the linear equation solvers and projection schemes of boundary conditions that we tried, we concluded that the combination of SVD and Marshak boundary conditions is the best choice for computing global quantities like the albedo and the critical radius. In addition, we have found that the Mark boundary conditions converge more rapidly than the Marshak boundary conditions for the scalar flux and current in the case of the albedo problem. Furthermore, we have observed that the number of columns used by SVD when $N$ is large is usually a very small fraction of the total number of columns. This leads to the immediate question: Why does SVD allow us to get greater accuracy by taking more equations and at the same time eliminating more columns as we increase the order of approximation? A possible explanation is that the improvement observed as $N$ is increased comes from the fact that the boundary condition is better represented as we add more equations (rows). And SVD lets us select the modes (columns) that really matter, eliminating those that are linearly dependent (or almost linearly dependent). A similar comment could be made with respect to the QR decomposition.

In our continuing work on this topic, we plan to extend the method to the case of a spherical shell. In addition to the importance of such a problem per se, this will allow the treatment of multilayer spheres in a more...
efficient way, by solving for a layer at a time and sweeping across the layers iteratively for convergence.

Finally, we would like to comment on the finding that the convergence rate of the \( P_N \) method for pointwise quantities of interest such as the scalar flux and the current is relatively slow (especially at the end points of the spatial interval for large spheres and everywhere for small spheres) when compared to that of the global quantities. In our future work we plan to investigate possible ways of postprocessing our solution to obtain improved results for pointwise quantities with reduced orders of the approximation. If successful, we believe this will be a very useful addition to the method for dealing better with spheres of small radii.

**APPENDIX**

**SOLUTION OF THE MOMENT EQUATIONS**

In the manner of Davison,\(^2\) we try solutions for Eq. (3) in the form

\[
\phi_n (r) = F_n (r/\xi) g_n (\xi),
\]

where \( \xi \) is a parameter, to find

\[
(n + 1) \left[ \frac{d}{d (r/\xi)} F_{n+1} (r/\xi) + \frac{\xi}{r} (n + 2) F_n (r/\xi) \right] g_{n+1} (\xi) + n \left[ \frac{d}{d (r/\xi)} F_{n-1} (r/\xi) - \frac{\xi}{r} (n - 1) F_{n-1} (r/\xi) \right] g_{n-1} (\xi) + h_n \xi F_n (r/\xi) g_n (\xi) = 0
\]

for \( n = 0, 1, \ldots, N \). Now, since the modified spherical Bessel functions of the first kind\(^6\)

\[
i_n (z) = \sqrt{\frac{\pi}{2z}} \Gamma_{n+1/2} (z)
\]

and of the second kind

\[
i_{-n} (z) = \sqrt{\frac{\pi}{2z}} \Gamma_{-n-1/2} (z),
\]

for \( n = 0, 1, \ldots, \) satisfy

\[
\frac{d}{dz} f_n (z) + \frac{n + 1}{z} f_n (z) = f_{n-1} (z)
\]

and

\[
\frac{d}{dz} f_n (z) - \frac{n}{z} f_n (z) = f_{n+1} (z),
\]

we see at once that if we take either

\[
F_n (r/\xi) = (-1)^n i_n (r/\xi)
\]

or

\[
F_n (r/\xi) = (-1)^n i_{-n} (r/\xi)
\]

the terms in brackets in Eq. (A.2) reduce to \(- F_n (r/\xi)\). We thus conclude that for Eq. (A.2) to be satisfied, we must have

\[
(n + 1) g_{n+1} (\xi) + n g_{n-1} (\xi) = h_n \xi g_n (\xi).
\]

This recurrence relation tells us that \( \{g_n (\xi)\} \) is the set of Chandrasekhar polynomials encountered in the \( P_N \) solution of the one-speed transport equation in plane geometry. The reason why the same family of polynomials appears both in planar and spherical geometry has been thoroughly discussed by Davison.\(^2\) The first few Chandrasekhar polynomials are

\[
g_0 (\xi) = 1,
\]

\[
g_1 (\xi) = h_0 \xi,
\]

and

\[
g_2 (\xi) = \frac{1}{2} (h_0 h_1 \xi^2 - 1).
\]

In summary, we conclude that \((-1)^n i_n (r/\xi) g_n (\xi)\) and \((-1)^n i_{-n} (r/\xi) g_n (\xi)\) are solutions to Eq. (3). However, our job is not complete yet since we still need to find the permissible values of the parameter \( \xi \). For this purpose, we use the standard \( P_N \) closure \( \phi_{N+1} (r) = 0 \), which yields the zeros of \( g_{N+1} (\xi) \) as the values of \( \xi \) that we seek.

Since \( N + 1 \) is even and the Chandrasekhar polynomials of even order have only even powers of the argument (with the highest power being equal to the order) in their explicit expressions,\(^3\) the zeros of \( g_{N+1} (\xi) \) appear as positive/negative pairs that we denote as \( \pm \xi_j \), \( j = 1, 2, \ldots, J = (N + 1)/2 \). Note that for \( c < 1 \) all zeros of \( g_{N+1} (\xi) \) are real, and we take \( \xi_j \) to be positive. For \( c = 1 \), one pair of zeros \( (\pm \xi_j) \) becomes unbounded, and a slight modification in the procedure is required, as done for plane geometry;\(^3\) the other zeros are real \( (\pm \xi_j, \) with \( \xi_j > 0 \), for
for the \( \phi_n(r) \) moment as
\[
\phi_n(r) = (-1)^n \sum_{j=1}^{J} \left[ A_j^+ i_n(r/\xi_j) + B_j^- i_n(-r/\xi_j) \right] g_n(\xi_j)
\]
\[
+ (-1)^n \sum_{j=1}^{J} \left[ A_j^- i_n(-r/\xi_j) + B_j^+ i_n(-r/\xi_j) \right] g_n(-\xi_j),
\]
(A.9)

where the coefficients \( A_j^+, A_j^-, B_j^+, \) and \( B_j^- \) for \( j = 1, 2, \ldots, J \) are to be determined.

Using the symmetry relations
\[
g_n(-\xi) = (-1)^n g_n(\xi)
\]
(A.10)

and (see formulas 10.2.5 and 10.2.6 of Ref. 16)
\[
i_n(-z) = (-1)^n i_n(z)
\]
(A.11a)

and
\[
i_{-n}(-z) = (-1)^{n+1} i_{-n}(z)
\]
(A.11b)

and defining
\[
\hat{A}_j = A_j^+ - A_j^-
\]
(A.12a)

and
\[
\hat{B}_j = B_j^+ + B_j^-
\]
(A.12b)

we find that we can rewrite Eq. (A.9) as
\[
\phi_n(r) = (-1)^n \sum_{j=1}^{J} \left[ \hat{A}_j i_n(r/\xi_j) + \hat{B}_j i_n(r/\xi_j) \right] g_n(\xi_j) .
\]
(A.13)

We note that Eq. (A.13) is a valid general solution of Eq. (3). However, it has the disadvantage that both of the \( i_n(r/\xi_j) \) and \( i_{-n}(r/\xi_j) \) functions diverge as \( r \to \infty \). We can have a general solution written in a more convenient way by taking
\[
\hat{A}_j = \frac{\pi}{2} \hat{A}_j
\]
(A.14a)

and
\[
\hat{B}_j = \hat{B}_j - \frac{\pi}{2} \hat{A}_j
\]
(A.14b)
in Eq. (A.13). We find
\[
\phi_n(r) = \sum_{j=1}^{J} \left[ \hat{A}_j k_n(r/\xi_j) + (-1)^n \hat{B}_j i_n(r/\xi_j) \right] g_n(\xi_j) ,
\]
(A.15)

where \( k_n(z) \) denotes the modified spherical Bessel function of the third kind
\[
k_n(z) = \sqrt{\frac{\pi}{2z}} K_{n+1/2}(z)
\]
\[
= (-1)^n \frac{\pi}{2} [i_n(z) - i_{-n}(z)] .
\]
(A.16)
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