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ABSTRACT

Principles of invariance are used with the traditional P - L method to yield concise and improved results for critical calculations of reflected reactors.

ANALYSIS

The purpose of this Note is to report the results of a simple approximate solution to the reflected critical-slab problem. The technique blends the features of the Chandrasekhar H function\(^1\) with the usual P - L approximation to give a result for the critical dimension that is consistently more accurate and, in a sense, less complicated than that obtained from the traditional P - L method.

We seek a solution to

\[
\mu \frac{\partial}{\partial x} \psi_0(x, \mu) + \psi_0(x, \mu) = \frac{1}{2} c_a \int_{-1}^{1} (1 + b_{\mu} \mu') \psi_0(x, \mu') d\mu' ,
\]

(1)

where \(\psi_0(x, \mu)\) denotes the angular flux in the core, \(x_c(-a, a)\), and where \(\psi_0(x, \mu)\) is the angular flux in the infinite reflector, \(|x| > a.\) Here we consider that \(c_a, c_s, b_1,\) and \(b_2\) are given, and thus we seek the value of \(a\) for which there exists a real non-negative solution of Eq. (1), subject to the boundary conditions

\[
\psi_0(x, \mu) = \psi_0(-x, -\mu) ,
\]

(2a)

\[
\lim_{|x| \to \infty} \psi_0(x, \mu) = 0 ,
\]

(2b)

and

\[
\psi_0(a, \mu) = \psi_0(a, \mu) , \quad \mu(1, 1) .
\]

(2c)

We note that a rigorous solution of this problem is reported in a related paper\(^2\); but here, we wish to give a simple approximate solution that can be useful for low-order calculations. For the core, we can write the properly symmetric P - L solution, for \(L\) odd, as

\[
\psi_0(x, \mu) = \sum_{l=0}^{L} \sum_{j=1}^{[(L+1)/2]} \left( \frac{2l + 1}{2} \right) P_l(\mu) T_l(\nu_j) A_j
\]

\[
\times \left[ \exp(\pm x/\nu_j) + (-1)^j \exp(\pm x/\nu_j) \right] ,
\]

(3)

where \(P_l(\mu)\) denotes the Legendre polynomial, the arbitrary coefficients \(A_j\) are to be determined from the boundary conditions, and the polynomials \(T_l(\xi)\) follow from\(^1\)

\[
[2l + 1 - c_0(b_{0,0} + b_1 b_{1,1})] T_l(\xi) = (l + 1) T_{l,1}(\xi) + IT_{l,1}(\xi) ,
\]

(4)

with \(T_0(\xi) = 1.\) Also, the eigenvalues \(\nu_j\) required in Eq. (3) are the 'positive' \(\frac{1}{2}(L + 1)\) zeros of \(T_{l,1}(\xi).\)

Were we to pursue the traditional P - L approximation, we would now write an expression similar to Eq. (3) for the reflector, equate moments of the two expressions evaluated at \(x = a,\) and thus obtain a critical condition that the determinant of the resulting \((L + 1) \times (L + 1)\) coefficient matrix must vanish. Here, however, since \(c_s < 1,\) we can use the Chandrasekhar result,\(^1\)

\[
\psi_0(a, \mu) = \frac{1}{2} \int_0^1 S(\mu', \mu) \psi_0(a, \mu') d\mu' , \quad \mu(0, 1) ,
\]

(5)

where

\[
S(\mu', \mu) = \frac{c_a \mu}{\mu + \mu'} H(\mu') H(\mu) \left[ 1 - \hat{c}(\mu + \mu') - I_1 \mu \mu' \right] ,
\]

(6)

with

\[
l_2 = b_2(1 - c_s) , \quad \hat{c} = c_2 l_2 H_1 , \quad \text{and} \quad H_0 = \int_0^1 \mu^0 H(\mu) d\mu ,
\]

(7)

to write the continuity condition, Eq. (2c), as

\[
\psi_0(a, \mu) = \frac{1}{2} \int_0^1 S(\mu', \mu) \psi_0(a, \mu') d\mu' , \quad \mu(0, 1) .
\]

(8)

We note that \(H(\mu)\) required in the foregoing is the Chandrasekhar \(H\) function.\(^1\) In addition to an analytical expression for \(H(\mu)\), there exists the useful (for numerical calculations) nonlinear integral equation,

\[
\frac{1}{H(\mu)} = 1 - \frac{c_2}{2} \int_0^1 \left( 1 + \frac{1}{2} x^2 \right) H(x) \frac{dx}{x + \mu} , \quad \mu(0, 1) .
\]

(9)

If we now enter Eq. (3) into Eq. (8), we can use Eq. (9) and the recursive relation,

\[
(2l + 1) \mu P_l(\mu) = (l + 1) P_{l+1}(\mu) + lP_l(\mu) ,
\]

to evaluate the integration over \(\mu'\) to obtain

\[
H(\mu) \sum_{l=0}^{L} \sum_{j=1}^{[(L+1)/2]} \left( \frac{2l + 1}{2} \right) \pi(\mu) T_l(\nu_j) A_j
\]

\[
\times \left[ \exp(-a/\nu_j) + (-1)^j \exp(-a/\nu_j) \right] = 0 , \quad \mu(0, 1) .
\]

(10)

(11)


matrix $M(a)$ are given by
\[
M_{\alpha\beta}(a) = \sum_{\nu=0}^{L} \left( \frac{2l+1}{2} \right) \int_{0}^{1} W(\mu) P_{\nu}(\mu) \pi_{\nu}(\mu) \, d\mu \, T_{l}(\nu_{\beta}) \times \left[ \exp(-a/\nu) + (-1)^{l} \exp(a/\nu) \right]
\]
(16)
Clearly $\det M(a) = 0$ yields the desired half-thickness.

**NUMERICAL RESULTS**

To tabulate concisely our numerical results, we let $I \Rightarrow$ traditional $P-L$ solution, $II \Rightarrow$ Eq. (14) with $W(\mu) = H^{-1}(\mu)$,

**TABLE I**

<table>
<thead>
<tr>
<th>Case</th>
<th>$c_1$</th>
<th>$b_1$</th>
<th>$c_2$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.01</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>1.02</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>1.03</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.01</td>
<td>1.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>1.06</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>1.06</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>1.20</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>1.20</td>
<td>1.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>1.20</td>
<td>0.0</td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>1.20</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>1.50</td>
<td>0.0</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>1.50</td>
<td>1.0</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>13</td>
<td>1.50</td>
<td>1.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>14</td>
<td>1.50</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>1.60</td>
<td>0.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>1.60</td>
<td>1.0</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>17</td>
<td>1.60</td>
<td>0.0</td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>18</td>
<td>1.60</td>
<td>1.0</td>
<td>0.4</td>
<td>1.0</td>
</tr>
</tbody>
</table>


**TABLE II**

<table>
<thead>
<tr>
<th>Case</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P-1$</td>
<td>$P-3$</td>
<td>$P-5$</td>
</tr>
<tr>
<td>5</td>
<td>2.149</td>
<td>2.057</td>
<td>2.0538</td>
</tr>
<tr>
<td>6</td>
<td>2.347</td>
<td>2.2501</td>
<td>2.2470</td>
</tr>
<tr>
<td>7</td>
<td>1.352</td>
<td>1.2961</td>
<td>1.1894</td>
</tr>
<tr>
<td>8</td>
<td>1.550</td>
<td>1.359</td>
<td>1.3371</td>
</tr>
<tr>
<td>9</td>
<td>1.391</td>
<td>1.2411</td>
<td>1.2251</td>
</tr>
<tr>
<td>10</td>
<td>1.607</td>
<td>1.4057</td>
<td>1.3867</td>
</tr>
<tr>
<td>11</td>
<td>0.3434</td>
<td>0.3030</td>
<td>0.29022</td>
</tr>
<tr>
<td>12</td>
<td>0.3537</td>
<td>0.30742</td>
<td>0.29684</td>
</tr>
<tr>
<td>13</td>
<td>0.4008</td>
<td>0.34412</td>
<td>0.33255</td>
</tr>
<tr>
<td>14</td>
<td>0.4173</td>
<td>0.35503</td>
<td>0.34273</td>
</tr>
<tr>
<td>15</td>
<td>0.5684</td>
<td>0.46855</td>
<td>0.46192</td>
</tr>
<tr>
<td>16</td>
<td>0.6559</td>
<td>0.52832</td>
<td>0.49844</td>
</tr>
<tr>
<td>17</td>
<td>0.6120</td>
<td>0.50455</td>
<td>0.48004</td>
</tr>
<tr>
<td>18</td>
<td>0.6907</td>
<td>0.55034</td>
<td>0.52155</td>
</tr>
</tbody>
</table>
III \Rightarrow \text{Eq. (14)} \text{ with } W(\mu) = 1, \text{ and } IV \Rightarrow \text{the "wide slab" approximation based on the extrapolated endpoint } z_{0b}, \text{ as discussed in Ref. 2. Because the result is so simple in the } \text{approximation, we give}
\begin{equation}
a^I = \frac{1}{[(c_1 - 1) - 3 - c_1 b_1)]^{1/2}} \tan^{-1}\left(\frac{(1 - c_2)^{1/2} (3 - c_1 b_1)^{1/2}}{(c_1 - 1)^{1/2} (3 - c_2 b_2)^{1/2}}\right),
\end{equation}

\begin{equation}
a^II = \frac{1}{[(c_1 - 1) - 3 - c_1 b_1)]^{1/2}} \times \tan^{-1}\left(\frac{2 - c_2 H_0 + c_2 \tilde{c} H_1 (3 - c_1 b_1)^{1/2}}{2(c_1 - 1)^{1/2} [H_1 + \frac{3}{2} c_2 - H_0 (c_2 b_2 + \frac{3}{2} c_2 \tilde{c}) + 2 - c_2 H_0]}\right),
\end{equation}

and
\begin{equation}
a^III = \frac{1}{[(c_1 - 1) - 3 - c_1 b_1)]^{1/2}} \times \tan^{-1}\left(\frac{(3 - c_1 b_1)^{1/2} H_1 (2 - c_2 H_0 + c_2 \tilde{c} H_1)}{3(c_1 - 1)^{1/2} [H_2 (2 - c_2 H_0 - c_2 \tilde{c} H_1) + c_2 (H_1^2 - l_1 H_2)]}\right).
\end{equation}

Sets of selected data appear in Table I, and the results for approximations I, II, and III for \( L = 1, 3, \) and 5, along with approximation IV and the exact result, are given in Table II. In Table III we give the errors associated with the various approximations for the cases considered.

Needless to say, the approximations given as I through IV are parameter dependent; however, we have observed generally that III is the best of the \( P - L \)-type approximations, as illustrated by Table III. Also, for hand calculations II or III is somewhat easier to handle than I, since the determinant of an \( [(L + 1)/2] \times [(L + 1)/2] \) matrix is required, rather than the determinant of an \( (L + 1) \times (L + 1) \)

matrix. Of course, moments of the \( H \) function are required for II or III, but these moments are available.\(^4\)

This method has been applied to the problem of a finite reflector, and the resulting expressions for the \( \pi \) polynomials (as well as explicit expressions for the case considered here) and some preliminary numerical results have been established.\(^4\)

\(^4\)K. NESHAT, MS Thesis, North Carolina State University, Raleigh, North Carolina (to be submitted).